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Abstract: - Traditional hierarchical clustering methods adopt a greedy strategy to merge objects progressively 

and construct a clustering dendrogram. However, their clustering quality might not be reliable because only 

local optimal information is referred during a dendrogram construction. To conquer the problem, this paper 

proposes a global optimal strategy to guide the dendrogram construction. The strategy aims to find an optimal 

circular traveling order that minimizes the total traveling distances for visiting all objects along the branches of 

the dendrogram, which is viewed as a traveling salesman problem (TSP). The TSP problem is solved using the 

variable neighborhood search (VNS) method because of its parameter-free advantage. Then, the clustering 

dendrogram is constructed based on the information provided by the order. Through our experiments, the 

clustering quality of our proposed method is superior to traditional hierarchical clustering methods. 

 

Key-Words: - Hierarchical clustering, Traveling salesman problem, Global strategy, Variable neighborhood 

search. 
 

1   Introduction 
Clustering is an important data exploratory task in 

data mining [5]. Clustering aims at grouping objects 

into clusters so that the objects within a cluster have 

high similarity but are dissimilar to the objects in 

other clusters. Traditional clustering methods can be 

divided into two main categories of partitional and 

hierarchical clustering methods. Partitional 

clustering methods separate all objects into K clusters 

where the number of clusters, K, is pre-assigned 

according to application purpose. A partitional 

clustering method aims at optimizing the clustering 

result according a defined objective function. 

Minimizing the sum of distances between all objects 

and their corresponding cluster centers is one of the 

most common objective functions. K-means [11], a 

typical partitional clustering method, is based on an 

iterative scheme to reaching optimization. Besides 

K-means, several metaheuristic techniques have been 

applied to solve this partitional clustering problem, 

such as genetic algorithm [6], ant colony 

optimization [8], and particle swarm optimization 

[15]. 

Alternatively, hierarchical clustering methods 

conduct a series of successive merging process. A 

hierarchical clustering method starts by 

considering each object as a cluster and 

progressively merges them until one cluster 

remains. At each merging stage, two clusters which 

have the highest similarity are merged. The 

merging process can be expressed as a tree-like 

structure, called a dendrogram. The hierarchy of 

nested clustering tree can be broken at different 

levels to yield different numbers of clusters. A 

dendrogram construction example using an 

agglomerative clustering method is shown as Fig. 

1. In Fig. 1, clusters A and B are first merged as a 

cluster F. After that, cluster G is generated by 

merging clusters D and E, then cluster H is 

generated by merging clusters C and F. Finally, 

clusters G and H are merged as cluster I. 

 

 
Fig. 1. Constructing a dendrogram using a 

hierarchical clustering method 

 

In traditional hierarchical clustering methods, 

agglomerative merger process is performed based 

on one of three classical greedy cluster-merging 

strategies: single-link [13], complete-link [7], and 

average-link [16]. The greedy strategies are used to 

decide which two clusters are most similar to be 

merged together at each stage of the agglomerative 

merger process. In the single-link strategy, the 

dissimilarity between two clusters is defined as the 

minimum distance from any object in a cluster to 

any object in another cluster. In the complete-link 

strategy, by contrast, the dissimilarity between two 

clusters is defined as the maximum distance from 

any object of one cluster to any object of another 
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cluster. In the average-link strategy, the 

dissimilarity between two clusters is defined as the 

average distance from any object of one cluster to 

any object of another cluster. Although, the 

implementation of hierarchical clustering methods 

using the three greedy strategies is easy and 

efficient, their clustering quality may be low and 

not reliable because only local optimal information 

is referred but not global one during a dendrogram 

construction. For example, the single-link strategy 

suffers from a chaining effect problem [12], while 

the complete-link strategy is sensitive to outliers 

[3]. 

To conquer this problem, a new hierarchical 

clustering method based on a global optimal 

strategy is proposed in this paper. From Fig. 1, 

visiting the five data objects once along the 

branches of the dendrogram must follow the 

circular traveling order A-B-C-D-E-A in which 

starting and ending points are the same object A, 

shown as Fig. 2. The traveling distance based on 

the circular traveling order is defined as the sum of 

the dissimilarities between A and B, B and C, C and 

D, D and E, E and A. For different circular 

traveling orders, their traveling distances along 

their respective dendrograms will be different. A 

circular traveling order has the less traveling 

distance, the corresponding dendrogram can be 

constructed using the less cost. Therefore, instead 

of using traditional greedy strategies, our proposed 

method firstly determines an optimal circular 

traveling order that has the minimum traveling 

distance. Our proposed method then constructs the 

clustering dendrogram based on the optimal 

circular traveling order, so that we can ensure the 

dendrogram is constructed using the minimum 

cost. 

 

 
Fig. 2. Visiting the five objects along the dendrogram 

based on a circular traveling order A-B-C-D-E 

 

2   A TSP-based hierarchical 

clustering 

 method 
This section presents our proposed TSP-based 

hierarchical clustering method in detail, including the 

optimal circular traveling order determination and 

the clustering dendrogram construction. The process 

of our proposed method is shown as Fig. 3. 

 

Fig. 3. The process of our proposed TSP-based 

hierarchical clustering method 

 

2.1 Optimal circular traveling order 

determination 
An object in a dataset DS={ x1,…, xi,…, xn} is 

represented as a vector of d features xi ={xi1,…, 

xia,…, xid} where xia represents the ath feature of the 

ith object xi. The dissimilarity between two objects xi 

and xj, termed as dist(xi, xj), can be obtained by 

calculating their Euclidean distance, which is defined 

as Equation (1). The smaller the dist(xi, xj) value, the 

more similar the two objects xi and xj are. Moreover, 

the dissimilarities between all pairs of objects in DS 

are recorded in a dissimilarity matrix M where the 

size of M equals to nn × .  

 

∑ =
−=

d

a jaiaji xxxx
1

2)(),dist(                  (1) 

 

Our proposed hierarchical clustering method 

merges clusters according to an optimal circular 

traveling order for visiting the dendrogram with 

minimum cost. We consider searching the optimal 

order as a traveling salesman problem (TSP), one 

of well-known NP-hard combinational 

optimization problems [9]. The objective of TSP is 

to determine the shortest circular route passing 

through all cities that each city is visited exactly 

once. In our proposed method, each object is 

considered as a city. Besides, the dissimilarities 

between all pair-wise objects are regarded as the 

distances between all pair-wise cities, and are 

calculated using Equation (1). Accordingly, the 

found solution in TSP can be considered as the 
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optimal circular traveling order. The objective 

function of TSP is described as Equation (2): 
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where wij = 1 if the circular route passes through 

objects xi and xj; otherwise, wij = 0. A lot of 

researches have applied various metaheuristic 

techniques to solve TSP, including ant colony 

optimization [2], particle swarm optimization [17], 

and genetic algorithm [18]. This paper applies 

variable neighborhood search (VNS) to determine 

the optimal circular traveling order in TSP since VNS 

has the parameter-free advantage to avoid redundant 

manual parameter settings. VNS, proposed by 

Hansen and Mladenovi´c [4], is a metaheuristic 

technique that explicitly applies a search strategy 

based on systematically changing the neighborhood 

structures of a solution. A set of neighborhood 

structures {N1, …, Nt, …, Nmax} has to be pre-defined 

before performing VNS where the region size of Nt  is 

no less than the region size of Nt-1. At the beginning, 

an initial solution S is generated as the current 

solution, and the neighborhood index t is initialized 

as one. Three main steps, including shaking, local 

search and move, are operated in each neighborhood 

structure Nt. In the shaking step a solution Ss is 

randomly selected to perturb the solution searching 

process. The solution Ss becomes a starting point of 

Nt in the local search step. In the local search step, all 

neighbor solutions of Ss are generated according to 

the definition of Nt. Let Sl be the optimal local 

solution among all neighbor solutions. Then, Sl is 

compared with the current solution S in the move 

step. If Sl is better than S, S will be replaced by Sl and 

the algorithm starts again with t = 1. Otherwise, t is 

incremented by one and a new shaking step starts 

again using the (t+1)th neighborhood Nt+1. VNS 

iterates the above processes until a stopping criterion 

is met. The stop criteria of VNS are maximum CPU 

time allowed, maximal iterations reached, or 

maximum number of iterations between two 

improvements.  

Since a solution in TSP can be represented as a 

circular city-visiting sequence, its neighbor 

solutions can be generated by exchanging the order 

of some cities in the sequence. It makes the 

neighborhood structures in VNS be successfully 

pre-defined. Two neighborhood structures N1 and 

N2 are defined in our proposed VNS. A two-point 

swap local search method is used to find all 

neighbor solutions in N1, while a two-point 

inversion search method is used to find all neighbor 

solutions in N2. In two-point swap local search, two 

objects in the circular sequence are swapped. For 

example, as shown in Fig. 4(a), a neighbor solution 

of the current solution A-B-C-D-E is A-D-C-B-E if 

objects B and D are exchanged. Similarly, 

two-point inversion local search selects two objects 

and reverses the circular sequence between the two 

objects. As illustrated in Fig. 4(b), a neighbor 

solution of the current solution A-B-C-D-E is 

A-E-D-C-B if the sequence between objects B and 

E is inversed. 

 

 
Fig. 4. An example of two-point swap and two-point 

inversion local search methods 

 

In addition, the initial solution is generated 

randomly, and the stopping criterion is to check 

whether the maximum number of iterations 

between two improvements, termed as Q, has been 

met or not. The flowchart of our proposed VNS for 

finding the optimal circular traveling order is 

illustrated as Fig. 5. When the current solution S is 

not replaced by Sl found in neighborhood structures 

N1 and N2, S is considered as the local optimal 

solution among all found neighbor solutions in this 

iteration. Furthermore, if the current solution S is 

retained throughout all iterations until the stopping 

criterion is reached, it is considered as the optimal 

circular traveling order. 
 

2.2   Clustering dendrogram construction 
After the optimal circular traveling order is 

determined, a neighbor-jointing approach is 

developed to construct the dendrogram based on the 

information of the order. Let the optimal circular 

traveling order be },,,,,,,{ 1111 cccccc niii �� +−=π  

where ci is the ith visited object and the number of all 

objects is n. At the beginning of the jointing process, 

each object is considered as a single cluster 

respectively. The merger priority between two 

neighbor clusters depends on their dissimilarity. The 

smaller the dissimilarity, the higher the merger 

priority is. The dissimilarities between ci and its two 

neighbor clusters ci-1 and ci+1 can be obtained from 

the dissimilarity matrix M. After two neighbor 

clusters are merged as a single cluster, the number of 

clusters in the order will be reduced by one. The 
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merging process will operate progressively n-1 times 

until all clusters are merged as one cluster, and the 

dendrogram is constructed completely by our 

proposed method. An example of the process of 

clustering dendrogram construction is illustrated as 

Fig. 6.  

 

3   Experiment results 
 

3.1 Visual evaluation for clustering quality 
Three 2-dimensional datasets [1] are used to evaluate 

the clustering quality of our proposed method 

because the object distribution in a 2-dimensional 

space can be easily observed by the sense of sight. 

Three traditional hierarchical clustering methods of 

single-link, complete-link and average-link merging 

strategies are taken as the comparisons in the 

following discussion. In the first dataset DS1 

(filename: ulysses22.tsp), 22 objects are grouped 

into two clusters where an object located at the below 

region can be regarded as an outlier. The clustering 

results of the four different clustering methods are 

shown in Fig. 7. It is found that our proposed method 

obtains the desired clustering result successfully, 

while other three clustering methods are influenced 

by the outlier object located at the lower region. 

 

Start

Initialization:

1. Define two neighborhood structures N1 and N2. 

 2. Define 2 point swap local search for N1 and 2 point inversion local search for N2.

 3. Generate a initial solution S randomly.

 4. Set stop criterion Q as the maximum number of iterations between two improvements. 

Shaking step:

  Generate a neighbor solution Ss of S

  randomly.

Local search step in neighborhood 

structures N1:

  1. Search all neighbor solutions

      of Ss using 2 point swap search.

  2. Select the best neighbor solution  

Sl from all neighbor solutions.  

Local search step iin neighborhood 

structures N2:

  1. Search all neighbor solutions of

Ss using 2 point inversion search.

  2. Select the best neighbor solution  

Sl from all neighbor solutions.  

Is Sl superior 

to S ?

Yes No Is Sl superior 

to S ?

Yes

No

Replace S

by Sl.

P = P + 1

P = 0

P = 0

Is P = Q ? 

No

End

Yes

Shaking step:

  Generate a neighbor solution Ss of S

  randomly.

 
Fig. 5. The flowchart of our proposed VNS for searching optimal circular traveling order 
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Fig. 6. An example of the process of clustering dendrogram construction 

All 76 objects in DS2 (filename: pr76.tsp) are not 

only distributed arbitrarily but also vaguely 

grouped as three transverse ellipse clusters located 

in a top-down order. As shown in Fig. 8, the 

clustering result of our proposed method and the 

complete-link strategy are obviously superior to 

the one of the single-link and average-link 

strategies, since the two superior methods 

distinguish objects to three main clusters. For our 

method, most of objects located in the above region 

are grouped as the cluster marked with red circle 

whereas ones located in the below region are 

grouped as the cluster marked with blue triangle. 

For the complete-link strategy, however, the 

objects in the above region are fairly grouped as 

two clusters marked with red circle and green 

square. Similarly, the objects in the below region 

are averagely grouped as two “blue triangle” and 

“green square” clusters. It is blurred to categorize 

the objects in two regions into definite clusters. 

Therefore, the clustering quality of our method is 

superior to the clustering quality using 

complete-link strategy. 

Finally, the 225 objects in the third dataset DS3 

(filename: tsp225.tsp) are arranged to form three 

characters of T, S, and P in which each character is 

considered as a cluster. The clustering results using 

the four different hierarchical clustering methods 

for the dataset DS3 are shown as Fig. 9. It is found 

that our proposed method, complete-link strategy, 

and average-link strategy can obtain our desired 

clustering result in which each of the three 

characters can be identified by a specified cluster 

clearly. 

 
 

   
(a) DS1 (b) Our proposed method (c) Single-link strategy 

  

 

(d) Complete-link strategy (e) Average-link strategy  

Fig. 7. Clustering results for DS1 using the four different clustering methods 
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(a) DS2 (b) Our proposed method (c) Single-link strategy 

  

 

(d) Complete-link strategy (e) Average-link strategy  

Fig. 8. Clustering results for DS2 using the four different clustering methods 

 
 

   
(a) DS3 (b) Our proposed method (c) Single-link strategy 

  

 

(d) Complete-link strategy (e) Average-link strategy  

Fig. 9. Clustering results for DS3 using the four different clustering methods 

 

Table 1. The properties of four datasets for clustering quality evaluation 

Dataset Number of objects Number of features Number of clusters 

Glass identification 214 9 6 

Iris plant 150 4 3 

Pima Indians diabetes 768 8 2 

Wine recognition 178 13 3 

 

Table 2. M-B index values using four clustering methods for the four datasets 

 Our proposed method 

Dataset 
Mean 

Standard 

deviation 

Single-link 

strategy 

Complete-link 

strategy 

Average-link 

strategy 

Glass identification 9.638 0.175 8.465 9.533 9.258 

Iris plant 6.872 0.084 4.824 6.134 6.331 

Pima Indians diabetes 11.253 0.389 9.290 10.667 7.644 

Wine recognition 3.731 0.056 3.727 3.820 3.384 

Average 7.874 0.176 6.577 7.539 6.654 

(Note: Our proposed clustering method runs ten trails for each dataset.) 
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3.2 Cluster validity index analysis for the 

clustering quality 
Four multi-dimensional datasets obtained from UCI 

Machine Learning Repository [14] including glass 

identification, iris plant, Pima Indians diabetes, and 

wine recognition datasets serve as the benchmark in 

this experiment. The properties of these four datasets 

are shown as Table 1. Moreover, we adopt M-B 

cluster validity index [10], defined as Equation (3), to 

measure the quality of a clustering result. Assume a 

dataset with n objects, {xi|i=1,…,n}, is partitioned 

into K clusters and zk is the center of the kth cluster. 
 

21 )
1

()( K

K

D
E

E

K
KL ××=                                                  (3) 
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ji
Kji

K zzmaxD
�=

= . Here, if the xi is the 

member of the kth cluster, uki = 1; otherwise, uki = 0. 

The larger the L(K) value of a clustering method, the 

better the quality of its clustering result is. Because 

the initial solution of VNS in our proposed clustering 

method is randomly generated, the mean and 

standard deviation of the M-B index values are 

obtained after running ten trails for each dataset, and 

then are compared to other methods. As shown in 

Table 2, our proposed clustering method outperforms 

other methods in all datasets. It is noted that the 

standard deviation rises when the number of objects 

increases because the complexity for finding the 

optimal circular cluster-merging order also grows. 

Overall, our proposed clustering method is quite 

reliable in terms of clustering quality. 

 

 

4   Conclusions 
Traditional hierarchical clustering methods adopt a 

greedy strategy to progressively merge objects and 

construct a clustering dendrogram. Their clustering 

quality is not reliable because only local optimal 

information is referred during a dendrogram 

construction. To conquer this problem, this paper 

proposes a global optimal strategy to guide the 

dendrogram construction. The strategy aims to find 

an optimal circular traveling order that minimizes the 

total traveling distances for visiting all objects along 

the branches of the dendrogram. This optimal 

problem is transferred as a TSP problem. This paper 

applies VNS method to solve the TSP problem 

because of its parameter-free advantage. Then, the 

dendrogram is constructed based on the optimal 

circular cluster-merging order found in TSP. 

Through our experiments, the clustering quality of 

our proposed clustering method is superior to 

traditional hierarchical clustering methods. In the 

future, the performance of our proposed VNS will be 

further increased. In particular, we will embed the 

sampling and generalization techniques into the 

original local search step of our proposed VNS in 

order to enhance the performance in local search step. 

Consequently, it will make our proposed hierarchical 

clustering method is applied for a large database well. 
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