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Abstract:Semi-structured medical texts like discharge summaries are rich sources of information that can exploit
the research results of physicians by performing statistical analysis of similar cases. In this paper we introduce
a system based on Machine Learning algorithms that successfully classifies discharge records according to the
smoking status of the patient (we distinguish between current smoker, past smoker, smoker /where a decision
between the former two classes cannot be made/, non-smoker and unknown /where the document contains no data
on smoking status/ classes). Such systems are useful for examining the connection between certain social habits
and diseases like cancer or asthma. We trained and tested our model on the shared task organized by the I2B2
(Informatics for Integrating Biology and the Bedside) research center [1], and despite the low amount of training
data available, our system shows promising results in identifying the smoking habits of patients based on their
medical discharge summaries.
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1 Introduction
The classification of documents into different cate-
gories based on their content can really be regarded
as an Information Extraction (IE) task where the aim
is to derive some sort of semantic knowledge from the
text. This problem arises in many real-life problems
from spam filtering to the retrieval of relevant articles
in huge databases like MedLine or the grouping of
medical records based on the social habits/behaviour
of the patients.

1.1 Processing of medical records

The main purpose of processing medical discharge
records is to facilitate medical research carried out by
physicians by providing them with statistically rele-
vant data for analysis. An example of such an analy-
sis might be a comparison of the runoff and effects of
certain illnesses among patients with different social
habits. The relevance drawn from the direct connec-
tion between social characteristics and diseases (like
the link between smoking status and lung cancer or
asthma) is of key importance in treatment and preven-
tion issues.

Such points can be deduced automatically by ap-
plying statistical methods on large corpora of medical
records. These records about the patients include ex-
plicit personal health information (PHI) and such a re-
lease would jeopardise individual patient rights. Thus
before releasing such a corpus the PHIs must be re-
moved or de-identified [2][3].

1.2 The smoking status identification task

The task here is to classify the medical records into the
following five semantic classes based on the smoking
status of the patient being examined:

• non-smoker: the patient has no smoking history,

• current smoker: he/she is an active smoker,

• past smoker: the patient had not smoked for at
least one year,

• smoker: when the document contains no infor-
mation about his current or past smoker status,
but he/she has smoking history,

• unknown: the report contains no information
about the patient smoking status.
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1.3 Related work

The identification of smoking habits based on dis-
charge records was studied earlier in the literature.
[4, 5] reported an accuracy of 90% on the identifi-
cation of smoker status. They constructed a classifi-
cation model using about 8500 smoking-related sen-
tences obtained from discharge records and the Sup-
port Vector Machine (SVM) as a classifier with word
phrases of length 1-3 as features. Our approach dif-
fers from the one reported by them in the amount of
data used (about 170 smoking-related sentences) and
the variety of features employed (our system exploits
syntactic information as well).

2 OUR APPROACH

2.1 Keyword-level classification

After some preliminary examinations of the structure
of medical discharge records, we came to the con-
clusion that it was not whole discharge records that
were relevant to the semantic information we aimed
to extract, but rather short excerpts of the texts (or
their absence) contained enough information for us
to distinguish patients belonging to different smoker
classes. As the classification of smaller pieces of texts
with the same information content is always easier,
we searched the documents for relevant parts or sen-
tences which appeared in documents that belonged to
one of the four smoker classes (referred to asknown
texts later on) but were almost never seen in records
that held no information on the patient’s smoking sta-
tus.

The most characteristic word chunks that dis-
tinguished unknown texts from others along with
their relative known/unknown frequency and known-
document frequency can be seen in Table 1. These
word chunks that appear with the highest relative
frequency (characteristic) and high known-document
frequency (representative) really tell us that a docu-
ment contains relevant information on the smoking
status of the patients. The four most informative word
chunks came to be{cigar, smoke, tobacco, habit},
which is an interesting but not surprising result. Since
’Habit :’ is a heading of discharge records and the
heading is usually filled with sentences containing one
or more of the 3 other key words, we restricted our
classification model to sentences containing{cigar or
smoke or tobacco}
This way we built a keyword-level classifier, and since
a document might contain more than one keyword, a
joint decision had to be made to have a document-
level classification.

word chunk relative freq. document freq.
(known/unknown) (known)

tacrolimus infinity 2
larynx infinity 6
cigar infinity 17
mgs. infinity 4
smoke 59.5 108
tobacco 30 50
habit 18 —
father 12.5 —

Table 1: The frequencies of relevant words

Figure 1: A schematic overview of our system

2.2 Description of our classification model

The general structure of our document classification
model can be seen in Figure 1. The key steps of pro-
cessing a discharge record are the following:

1. Preprocessing filters out documents belonging to
the unknown class, and then collects relevant
sentences from known-class documents.

2. The feature extractor builds a feature vector for
each keyword found in the text for an inductive
learning task.

3. A classifier model assigns one of the known-
class labels (current smoker, non-smoker, past
smoker, smoker) to each instance.

4. A majority voting scheme makes the final deci-
sion on which class the document belongs to.

2.3 Features used

Our smoker status classifier system uses similar fea-
tures to those employed by Zeng et. al. [4], consid-
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ering phrases of length 1-3 words that we found char-
acteristic to one or more of the smoker classes. In ad-
dition we also tried to incorporate deeper knowledge
about the meaning of the sentence with several fea-
tures by describing the part of speech information or
some very basic properties about the syntactic struc-
ture. To get POS and syntactic information we used
the publicly available Link Parser [6].

The features we eventually opted for were the fol-
lowing:

1. We assigned 11 different values to the important
2-3 word long phrases for the class (or subset of
classes) they indicated.

2. Which of the three keywords the sentence corre-
sponded to.

3. Part of speech code of the keyword.

4. Whether the keyword was inside a Noun Phrase
or Verb Phrase structure or not in the syntax tree
of the sentence.

5. The lemma of the verb nearest to the keyword (in
the syntax tree).

6. The part of speech code of the verb nearest to the
keyword (in the syntax tree).

7. Whether the sentence contained a negative word
(no, none, never, negative, neither) or not.

8. words seen in the training data several times (un-
igrams).

As regards the features described above, we collected
62 different attributes for each keyword in each sen-
tence acquired from a document. The final decision
on the patient’s smoking status was made based on all
the instances that originated from the same discharge
summary, using a majority voting rule.

2.4 Learning methods

We applied several learning methods – separately and
in combination – for classifying the excerpts. We used
the publicly available WEKA library for our experi-
ments [7].

2.4.1 Nearest Neighbour Classifier (k-NN):

Nearest Neighbour Classifiers assign new instances to
pre-defined classes by considering the known class la-
bels to those training examples that are nearest to the
new instance based on a distance measure (k denotes
the number of training points in question to decide the

class label of a new example). With our features, we
can give an interesting interpretation to the labels as-
signed by a k-NN model: nearest neighbour classi-
fication is based on a kind of sentence similarity as
our training instances characterise sentences. Since
choosing the class label of the most similar sentence
observed in the training data is a very simple and
straightforward decision, we treated k-NN as a base-
line in our experiments.

2.4.2 C4.5 decision tree:

C4.5 is based on the well-known ID3 tree learning al-
gorithm. It is able to learn pre-defined discrete classes
from labelled examples. The result of the learning
process is an axis-parallel decision tree. This means
that during the training, the sample space is divided
into subspaces by hyperplanes which are parallel to
every axis but one. In this way, we get many n-
dimensional rectangular regions that are labelled with
class labels and organised in a hierarchical way, which
can then be encoded into the tree. One great advantage
of the method is its low time complexity.

2.4.3 Artificial Neural Networks (ANNs):

Since it was realized that, under the right conditions,
ANNs can model the class posteriors, neural nets have
become evermore popular in the Natural Language
Processing community. However describing the math-
ematical background of ANN theory is beyond the
scope of our article. Besides, we believe that ANNs
are well known to those who are acquainted with pat-
tern recognition. In our experiments we used the most
common feed-forward multilayer perceptron network
with the backpropagation learning rule.

2.4.4 Boosting (AdaBoost, AB):

Boosting was introduced by Shapire as a way of im-
proving the performance of a weak learning algo-
rithm. The algorithm generates a set of classifiers (of
the same type) by applying bootstrapping on the orig-
inal training data set and it makes a decision based
on their votes. The final decision is made using
a weighted voting schema for each classifier that is
many times more accurate than the original model.
Here 10 iterations of Boosting were performed on the
C4.5 model.

2.4.5 Support Vector Machines (SVM):

The well-known and widely used Support Vector Ma-
chines is a kernel method that separates data points of
different classes with the help of a hyperplane. The

Proceedings of the 5th WSEAS Int. Conf. on System Science and Simulation in Engineering, Tenerife, Canary Islands, Spain, December 16-18, 2006       180



created separating hyperplane has a margin of maxi-
mal size with a proven optimal generalisation capac-
ity. Another significant feature of margin maximisa-
tion is that the calculated result is independent of the
distribution of the sample points. Perhaps the success
and the popularity of this method can be attributed to
this property.

2.5 Feature selection

Solving a classification problem using a high-
dimensional feature space often leads to overfitting on
the training data. This means that, despite the seem-
ingly low error-rates observed on the training data, the
model cannot generalise well and performs poorly on
unseen examples. In our experiments we had to han-
dle the problem of having extremely low amounts of
training data (about 200 instances) and numerous fea-
tures collected for each instance, hence we got a rela-
tively high dimensional feature space.
A common solution to avoid overfitting on the train-
ing data is to reduce the dimensionality of the feature
space using feature selection.

2.5.1 Chi-squared statistic (CSS):

We used the well known chi-squared statistic to es-
timate the conditional dependence between individ-
ual features and the target attribute (that is, the class
label). This method computes the strength of de-
pendency by comparing the joint distribution and the
marginal distributions of the feature in question and
the target variable. This way, the attributes could be
ranked based on their individual relevance and this
enabled us to discard insignificant features automat-
ically.

2.5.2 Best subset selection (BSS):

Another possibility is to rank subsets of features to-
gether, rather than measuring their individual associ-
ation with the class values. This method has a very
high computational time complexity as the number of
possible subsets of features grows exponentially with
the dimensionality of the initial feature space. Since
we had a rather low amount of training data available,
this kind of subset evaluation became computationally
feasible.

3 EXPERIMENTS AND RESULTS

Using the features described earlier, we constructed
a learning model by assigning 62 different attributes
for each keyword found in the discharge records. As

we had only 200 training examples (originating from
about 170 sentences extracted from 143 documents)
to hand, it was quite apparent to us that dealing with
such a high dimensional representation of the data
could not be beneficial for classification accuracy.

3.1 Feature selection

Interestingly, both chi-squared attribute ranking and
best subset selection (we applied a C4.5 decision tree
classifier for evaluation) indicated that retaining 16
out of our 62 attributes was a good choice, but in the
top ranked features they gave somewhat different re-
sults.

Both the CSS and BSS evaluations benefited from
our deep knowledge features describing the syntac-
tic and morphological properties of text, and impor-
tant phrases of length 2-3 that indicated a single class
value were also chosen by both evaluations. Best
subset evaluation retained several features that de-
scribed phrases indicating more than one class and
several characteristic unigrams, while CSS under-
ranked phrases that indicated 2 or more classes (in-
deed, these features proved to be useful in combina-
tion with others and CSS is barely able to capture this
evidence) and thus kept more unigram features, a few
of which were hard to interpret.

The results of our feature evaluation clearly show
that deep knowledge features which describe the syn-
tactic properties of the text contribute greatly to the
identification of a patient’s smoking status. The fea-
tures selected by one or both of the methods were the
following:
Both: lemma and POS of the verb nearest to key-
word; negative word in the sentence; 2-3 word long
phrases indicating ’current smoker’, ’past smoker’,
’non-smoker’, ’current/past smoker’ or ’smoker/non-
smoker’; unigram in the sentence: ’ago’
BSS: lemma of keyword; inside Noun Phrase; 2-
3 word long phrases indicating ’smoker/current
smoker’ or ’smoker/past smoker’; unigram in the sen-
tence: ’use’, ’drinks’, ’quitting’
CSS: POS of keyword; unigram in the sentence:
’years’, ’does’, ’smoke’, ’per’, ’smoker’, ’approxi-
mately’
As the features chosen by BSS were much easier to
interpret, in our experiments we used the 16 features
that performed the best in the best subset selection.

We tested an ANN, SVM, AdaBoost+C4.5 deci-
sion tree learner, and a voting of ANN, SVM and C4.5
performing a 5-fold evaluation on the training data.
We chose a 5-fold cross-validation to get test sets of
reasonable size (around 40 instances in each fold). We
then used a k-NN classifier that implements a kind of
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sentence-similarity based classification as a baseline
in our experiments.

3.2 Evaluation of the learning models

To compare the classifiers with each other, we per-
formed a 5-fold cross-validation 10 times, with ran-
domised instances in the folds to eliminate any sensi-
tivity to the low amount of data that might cause one
method or another to perform better than the rest.

The average performance (keyword-level F mea-
sure) of the methods, along with their standard devia-
tion can be seen in Table 2.

ANN SVM AB+C4.5 VOTE

AVG F % 85.1784.28 84.57 85.97
DEV % 1.64 1.96 1.45 1.34

Table 2: The average keyword-level accuracies and
deviations

We evaluated each model at the document level later
on as well. The results at the document-level were
not so good, as at the keyword-level evaluation, in-
stances originating from the same document often fell
into different folds (and thus aided the proper classi-
fication of each other). In document-level evaluations
all the instances from the same document appeared in
the same fold (and thus were used as test instances at
the same time, not helping each other). In Table 3 the
document-level accuracies on the four known classes
and for all 5 classes are given for all classifiers.

4-class5-class

k-NN 76.92 90.95
SVM 77.62 91.21
AB-C4.5 81.11 92.46
ANN 81.11 92.46
VOTE 83.22 93.22

Table 3: The document accuracies of our models

3.3 Performance on the i2b2 evaluation set

The behavior of our best model was similar to 5-
fold on the official i2b2 evaluation set (See Table 4).
Our best model achieved a classification accuracy of
86.54% in 5-class evaluation, while the best perform-
ing system using the same data set had an accuracy
of 88.79% [8]. One participant incorporated a sig-
nificantly larger own database for training purposes
(over 1000 examples) and significantly outperformed

all other systems [9]. This clearly shows the effect of
the shortage of training data on the evaluation results.

5-class 4-class 2-class
accuracy86.54%65.85%90.24%

Table 4: TheFβ=1 results on the evaluation set

Un Non Pa Sm Cu
Unknown 63 0 0 0 0
Non-smoker 0 16 0 0 0
Past-smoker 0 1 5 1 4
Smoker 0 1 0 0 2
Current-smoker 0 2 3 0 6

Table 5: The confusion matrix of the voting model on
the evaluation set

The confusion matrix of the i2b2 evaluation set is
given in Table 5. We got significantly better results in
2-class evaluations (where we distinguish between pa-
tients with smoking history and non-smokers, without
further partitioning smoking patients), which demon-
strates that the most challenging task for our classifi-
cation model is separating current, past smokers and
smokers.

The two most probable reasons why the distinc-
tion between these three smoking classes proved to be
the most difficult are the following: First, we had sig-
nificantly less training examples for these three cate-
gories, and those patients that has already quit smok-
ing, but in the last year are treated as current smokers
since their physiological characteristics are similar to
current smokers. This way we also had to find out
when they gave up smoking. Finally, reference to the
time period when the patient’s social habits changed
were mentioned several times in separate sentences.
If those sentences did not contain any keyword (only
the preceding sentence for example), we failed to ex-
tract that knowledge from the text. This is one of the
most obvious limits of our model, and it needs to be
dealt with somehow.

The i2b2 evaluation set used to rank the partici-
pating systems contained several cases where, consid-
ering the excerpt we collected on its own, the response
of our model seemed more appropriate than the gold
standard labeling. These are probably good examples
for the limitations of our approach as the physicians
must have found evidence elsewhere in the document
to support their judgement. Seemingly our system was
unable to locate that additional information. An exam-
ple for such excerpts is:
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”No alcohol use and quit tobacco greater than 25
years ago with a 10-pack year” (our system: PAST/
gold standard label: CURRENT)

All the other system errors we encountered were
such cases where a human expert was able to make the
proper decision based on the limited data we extracted
from the whole discharge record. Our next step is to
eliminate these errors as best we can.

We also mention here that the inter-annotator
agreement rate was also lower on smoker classes than
on non-smoker or unknown documents. This shows
that making a distinction between smokers is more
difficult for experts too.

4 DISCUSSION

As our experiments show, the classification model we
constructed can indeed identify the smoking status of
patients – based on the analysis of their medical dis-
charge records – with reasonable success. However
the lack of training data is clearly visible from the sig-
nificant deviation between the results among different
random 5-fold cross-evaluations.

We extended the classification model introduced
by Zeng et. al. [4] with several deep-knowledge fea-
tures that describe the syntactic and morphological
properties of the texts analysed. It is interesting to ob-
serve that our deep knowledge features are top ranked
with different feature selection methods, hence here
they proved to be extremely relevant in the classifica-
tion of discharge records.

Taking into account the low number of training
examples (e.g. we only had 9 samples for the ’smoker’
class) the results we obtained look most promising.
We think that with a decent amount of training sam-
ples the accuracy of the classification can be improved
to give an F measure score of 90% or above.

5 SUMMARY AND CONCLU-
SIONS

In our studies we applied several inherently different
Machine Learning algorithm for the semantic classifi-
cation of structured documents based on their content.
The advantage of these heterogenous classifiers is no-
ticeable in a hybrid model which predicts the class la-
bel that seems to be the most certain in terms of the
decisions of the individual models. In our paper we
also introduced deep knowledge features that proved
to be useful for the classification task.

The accuracy of our hybrid model achieved an
F measure score over 80% and, as we have already

said this result is extremely promising considering the
small amount of training examples used here.

Lastly we should also mention two important
characteristics of our model: The perfect separation of
unknowndocuments – we identified this category with
100% precision and recall. This characteristic en-
ables our system to filter out irrelevant documents. We
also achieved 100% recall results on thenon-smoker
class, which means our system can be used to build
larger databases of documents classified on the smok-
ing status of the patients. Expert supervision is needed
only to validate documents classified tocurrent, past
smoker or smoker classes. Without doubt this would
speed up the labeling process here.
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