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Abstract: - This work has calculated and implemented some methods used by professional person on forensic 
analysis, for test on dubitative documents. This system obtains different types of characteristics and they are 
tested with known samples from our database. It has been used writing samples from 30 writers, and we have got 
a success rate of 94,66%, applying as classifier Neural Network, and after, the technique of “more voted” 
algorithm, with 10 Neural Networks. 
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1   Introduction 
Nowadays Computer Science advances and the 
proliferation of computers in the modern society, it is 
an unquestionable fact. But the great importance, that 
continues having the handwritten document and the 
own writing, is true.   

For this reason and for this wide use, many 
handwritten documents are exposed to possible 
forgeries, deformations or copies, and generally, with 
illicit use. Therefore, a high percentage of routine 
work is made by Experts and Professionals in this 
field, whose task is to certify and to judge the 
authenticity or falsehood of handwritten documents 
(for example: testaments) in a judicial procedure.   

Writer identification is possible because the 
writing for each person is different, and everyone has 
personal characteristics. The scientific bases for this 
idea are from the brain human. If we try to do writing 
with the less skilful hand, there will be some parts or 
forms very similar to the writing with the skilful 
hand, due to this order are sent by the brain. 
Generally, this effect is projected toward the writing 
by two types of forces, they are: 
• Conscious or Known: because it can do a control 

of the own free will.  
• Unconscious: because it escapes to control of the 

own free will. This is divided into: forces of type 
mechanical and emotional, where are harboured 
feelings. 
Nowadays, the writer identification is a great 

challenge because these researches are not as studied 
as the identification based on fingerprints, hands, face 
or iris (other biometric techniques), due mainly to 
that the operation of the brain is very difficult of 

parameterize. On the other hand, the mentioned 
techniques use widely researched biometric 
information.  

At present, two software tools exist available for 
the Experts or Professionals, which permit to show 
and to visualize certain characteristics, but Experts 
have to investigate and use so much time to extract 
theirs conclusions about the body of writing. 
Therefore, these tools save neither time nor a 
meticulous analysis over the writing. They have to 
work with graph paper and templates for obtaining 
parameters (angles, dimensions of the line, directions, 
parallelisms, curvatures, alignments, etc.). Too, they 
have to use magnifying glass with graph paper for doing 
measures of angles and lines. 
 
1.1 Description of system 
The objective of the identification writer is to capture 
the individual characteristics, ignoring the content of 
the message. This is the difference with the writing 
recognition, because it removes the individual 
variability and recognizes the message. 

In a judgment, a lot of times, documents are 
evidences that are only available off-line mode. 
Therefore, our system works with this mode. We 
have to scan the document, before its analysis. 
 
1.1.1   Database 
For the building of our database, we have used a 
paragraph of 15 lines. With this size, writers can 
show theirs personal characteristics and so that they 
remain reflected the writing habit. 

This database has been built with 30 writers, and 
each one has made 10 times this template (paragraph 
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of 15 lines). The size of paper was a  DIN-A4 format 
(297 mm. × 210 mm). The sheet was writen and 
writers used a pen with black ink. Each writer of our 
database had one week for doing the writing, and 
therefore, we produce a temporal invariance.  

The conditions of creation our database were the 
normalized, the same type of paper, pen, and similar 
place of support (for doing the writing).  

The samples are scanned 300dpi, obtaining 
images in grey scale, with 8 bit of quantification. 
 
1.1.2   Framework  
As the majority of the works proposed up to now, on 
biometric recognition, the framework of the system 
depends on the following basic phases. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. System of writer identification. 
 

• Pre-processing: Preparation and modification of 
images, so that the module of segmentation 
produce the results desired. The segmentation 
separates the zones of interest (lines, words or 
characters) and is key for the success or error of 
the following analysis (Feature Extraction).   
 

• Feature Extraction: They are qualitative and 
quantitative measures that permit to obtain a 
significant characterization of the style of 
writing, to differentiate writers among 
themselves. 
 

• Classification: A statistical analysis of the 
extracted characteristics is carried out, which 
will permit the comparison with the samples of 

our database, seeking the writer, who possesses 
more similarities. 

 
 
2   Pre-processing 
The first step of the image pre-processing consists of 
utilizing Otsu’s the method, which permits us to 
determine the necessary grey threshold value to carry 
out the binarization of the samples [1].   

As a result of the binarization, in most cases the 
line of writing remains with pixel view, that is, little 
consistent in some parts. For that reason, another pre-
processing is carried out that permits to smooth out 
the line, so that remain well defined. And also, it 
eliminates the existing noise in the images of the 
samples after scanned.  

As previous step to the separation of words or 
components connected, the detection and elimination 
of the punctuation marks (points, accents and 
comma) is carried out.  

Finally, it is segmented words, that compose the 
lines of writings (baselines) and for it, it is must 
establish limits of each one of the words. For this 
estimation, the method of the “Enclosed Boxes” [2] 
was used, which provides us the coordinates that will 
permit segment the words.  

The enclosed boxes are defined as the most 
minimum rectangle that contains to the component 
connected. To each segmented word, it is applied a 
correction of the Skew. 
 
 
3   Feature Extraction 
In this step, it is created a list with statisticians of 
different quantitative measures to analyzed 
document. After, it will be compared with the 
obtained samples of the database.  

So that the characteristics represent the style of 
writing, they should comply with the following 
requirement: the fluctuations in the writing of a 
person should be as small as be possible, while the 
fluctuations among different writers should be as 
large as be possible.   

The characteristics extracted in this work are the 
following:  
• long of the words,  
• quantity of pixels in black,  
• estimation of the wide one of the letters,  
• height of the medium body of writing,  
• heights of the ascending and descending,  
• height relation between of the ascending and 

medium body  
• height relation between descending and medium 

body 
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• height relation between descending and, 
ascending 

• height relation between medium body and the 
wide of writing. 

•  
 
 
 
 
 
 

Fig. 2. Zones and baselines. 
 

The quantity of black pixels and the long words, 
they will give us an estimation of the dimension and 
thickness of the line, the wide of letters and the height 
of the medium body. Besides these are distinctive 
characteristics of the style of writing. 

The estimation of the wide of letters is carried out 
seeking the row with greater quantity of transition of 
black to white (0 to 1). It is counted the number of 
white pixels between each transition, this result is 
averaged.   

To measure the height of the medium body of the 
words, the goal is to determine the upper and lower 
baseline through maximums and minimum values, 
and to measure the distance among them (see figure 
2).   

For the obtaining of the coordinates of the 
maximums and minimums of the contour, in the first 
step, we have to keep in mind the pen can be 
separated of the paper, and it produces no-connected 
among of the same word. For it, a morphological 
operation was carried out to achieve that the line of 
writing be continuous along the word. This 
morphological operation [3] is a closed operation to 
the image of the word, which consists of a dilatation 
and after this, the erosion is applied. We have used a 
structural element of 3x3 because we have found that 
is a size would without distortion for the form of the 
word.   

In the following expressions, we have shown 
those operations, where I is the image, and E the 
structural element. Both of them are considered as an 
set of pixels in a n-space 

nD with elements i = (i1,..., 
in) y e = (e1,..., en), respectively. The morphological 
operations are defined with the following 
expressions: 
• Dilatation 

{ }eixDxEI n +=∈=⊕ |  for  Ii∈  and  Ee∈  
 

• Erosion 
{ }IexDxEI n ∈+∈=Θ |   for Ee∈  

 

• Closed 
( ) EEIEI Θ⊕=•  

Subsequently, we are going to work with the 
external contour of the line of words, we have filled 
holes of letters (for example, the interior of the letter 
a, o, etc.), eliminating in this way, the interior 
contour.  After this, a dilatation is carried out and the 
image obtained is subtracted with the original image, 
obtaining an image where only appears the exterior 
contour of the line with connectivity-4. 

Once it is obtained the contour, we have passed 
the image to connectivity-8, eliminating corner 
pixels. A corner pixel is every pixel of the contour 
that does not contribute prominent information; 
therefore, it can be eliminated without loss of 
continuity in the line. Its detection is carried out 
sweeping the image with a mask of 3x3 pixels (see 
figure 3). 
 

0 0 X
0 1 1
X 1 0

X 1 0
0 1 1
0 0 X

 

X 0 0
1 1 0
0 1 X

0 1 X
1 1 0
X 0 0  

 

Fig. 3. Masks for detecting the corner pixel.  
(X= any value). 

 
If the region analyzed of the image coincides with 

some of these masks, the central pixel is eliminated 
(that is, it takes the value of the background colour).   

The following step will be to carry out a sweeping 
of the contour, keeping all the coordinates of the 
pixels of the contour in a vector; but before a starting 
point should be found, for it, we used the coordinates 
of the centre of mass on the binary image I (i, j) (the 
image of the word). These expressions come given 
by: 
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∈
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Where N is the quantity of pixels (area) that 

occupies the word, R is the pertinent region to the 
line of the word, and the indexes (i j) correspond to 
the coordinates x, and of the pixels of the line.   

Therefore, as the component on "y" of the starting 
point are used CY, and the same for the component on 
"x" (CX).  
Once the starting point is obtained, we have worked 
with Chain Code method, on connectivity-8 [4], 
which supposes that in a binary image, the edge of 
the word is represented by a of “1”; that is, that 
connected line consists on a segment of pixels 
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connected, therefore, to carry out the sweeping of 
contour, we have worked the opposite of clockwise 
with the following matrix:   
 

4 3 2
5 P 1
6 7 8  

 

Fig. 4. Code matrix. 
 

The code matrix is utilized to show which is the 
way that continues the line. It is a matrix of 3x3 
where the central element is the pixel selected, and 
each one of the eight bordering elements, they 
indicate the possible directions of the line, since 
pixels of the contour are connected by a single 
neighbour. 

The method starts with the starting point on the 
centre of the code matrix. After, to sweep the 
neighbouring pixels in the opposite of clockwise. 
When a following pixel is detected for a element 
from the code matrix, this value is saved by its 
coordinates (x,y) of the present pixel P and the system 
follows this process until the last pixel of the contour 
(starting point). 

Finally, the vector, where all the coordinates of 
the pixels of the contour of the word have been kept, 
is taken and all points outside of the two bands are 
filtered (a filter for maximums and another for 
minimums). 

Once obtained the two bands, it is carried out a 
filter, keeping in a vector, only the coordinates of the 
pixels of the contour, those are inside of the specific 

bands. Then the two resultant vectors are taken ( 1Vb  

and 2Vb ), and it is calculated the derivate with 
respect to axis of coordinates "y", from the discrete 
function represented by the values of each vector.   
 

01 =
∂
∂

y
Vb

    Maximum⇒                       (2) 

 

02 =
∂
∂

y
Vb

    Minimum⇒                        (3) 

 
The pixels, where the derivate is zero, will be 

maximums and minimums looked for.   
To approach the baselines of each word, it was 

decided to use the adjustment of minimum mean 
square error that is based on find the equation (see 
expression 4) that better be adjusted to an set of 
points "n" [5]. The equation is the following:   

 
 

baxy +=                                        (4) 
 

Where the coefficients a and b are determined by 
regression lineal with the following expressions:   
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The values of a and b are the coordinates of 

minimums or maximums detected in the contour of 
the word. Minimums are to approach the lower 
baseline and the maximums for the superior baseline.   

Due to the resultant baselines can have different 
value of inclination in some cases, that is, they are 
not always parallel, then; three measurements of 
distance among the lines base are carried out (an in 
the right side, another in the left side and the last 
measure, in the centre of the word). And according to 
the three resultant values, the average distance is 
calculated. That will be equal the average height of 
the body of writing of the word. 
 
 
4   Classification and results 
The identification can be seen as a problem of 
classification of N classes, in our case N writers. 
There are two variations of interest when are 
compared the samples: about the writing of a same 
writer and between the writings of two different 
writers. The variation of a writer among their own 
samples should be smaller that the variation among 
samples of two different writers.  

For giving solution to this problem, the 
methodology of the used identification was 
supervised classification. Therefore, we have a 
system with two modes, training and test mode.  

For the training, we have used the 50% of our 
database, and the remainder to carry out the test 
mode. That is, five words have been choosen to 
training and other five for the test, because we have 
10 samples for each writer.   

A total of 34 words have been extracted from the 
paragraph. Therefore, we have used 170 samples (34 
× 5 words) on the process of training. The criterion 
for choosing the previous 34 words was theirs length, 
more than 5 letters, because with this length, they 
offers more information than a short size.  
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The experiments have been carried out in five 
occasions, for which the results are shown by theirs 
average rate and theirs standard deviation.  

As classifier, we have used a Feed-Forward 
Neural Network (NN) with a Back-propagation 
algorithm for training, where the number of input 
units is given by the dimension of the vector of 
features. And the number of output units is given by 
the number of writers to identify. 

Too, we have researched with different number of 
neurons in the hidden layer, and finally, 42 neurons 
were used, because they have presented the better 
results.   

The average success rate of recognition is 
89,73%, with a standard deviation of 1,64. But this 
result was improved using the method of the ‘more 
voted’, where we have built a schedule with 10 neural 
networks (see figure 5), and we have found a 
recognition rate of 94,66%, with a standard deviation 
of 0. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Classification System with NN and ‘more voted’ 
algorithm. 

 
 
 

Autor Number of writers   Success Rates 

Said [6] 40 95 % 

Zois [7] 50 92,5 % 

Marti [8] 20 90,7 % 

Hertel [9] 50 90,7 % 

Bensefia [10] 150 86 % 

This work 30 94,66% 
 

Table 1. Comparison of results among 
different published methods vs. our work. 

 
 
 
 

5   Conclusion 
In this present work, we have proposed new 
parameters for identification writer. We have used a 
back-propagation NN for the classification. And for 
improving results, we are implemented a ‘more 
voted’ algorithm. The success rate is 94,66% for our 
database. 
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