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Abstract: In this paper, two numerical hybrid methods to model photon transport phenomena in biological tis-
sues are compared. The coupled radiative transfer – diffusion model isbased on the finite element solution of the
radiative transfer equation and its approximation. The hybrid Monte Carlo –diffusion consists in modeling the
propagation of laser light in turbid media with the pure statistical Monte Carlo method in the vicinity of the source
and the boundaries and the diffusion approximation elsewhere in the domain.We apply these codes to calculate the
spatially resolved reflectance amplitude and phase resulting from an intensitymodulated laser beam. The results
show that the hybrid methods can be used to simulate light propagation with goodaccuracy and speed.

Key–Words:Photon migration, Biomedical tissues, Finite element method, Monte Carlo, Radiative transfer equa-
tion, Diffusion approximation

1 Introduction
Near infrared spectroscopy has become a widely ac-
cepted method for investigating the human tissues
structure. Laser light interaction with biological tis-
sues is a complex process due to the multiple layers
constituted by various cell types, each having differ-
ent optical properties. Given the inhomogeneous na-
ture of tissues it is important to develop adequate mod-
els to determine the nature of light information. Be-
sides, it is essential for a number of optical diagnostic
practices such as cancer detection at early stage, dia-
betes diagnosis and transplant inspection. A forward
model for the propagation of light through tissues is
needed in solving the inverse problem in optical imag-
ing studies, but also for determining irradiation doses
in photodynamic therapy treatments. Knowledge of
the distribution of photon paths is the key to decipher-
ing detected optical signals emerging from the surface
of tissue. Therefore, propagation and distribution of
light produced by illumination of turbid tissues have
to be fast and efficiently estimated.
In this paper, we compare two computational hybrid

models. The first numerical simulation of photon mi-
gration is based on the finite element method (FEM)
under the consideration of the radiative transfer equa-
tion in the vicinity of the laser source and the diffu-
sion approximation is used elsewhere in the domain
[1,2]. The second one is based on a statistical numer-
ical simulation, called Monte Carlo method, near the
interfaces and the source areas and the diffusion ap-
proximation is used elsewhere. The light propagation
models are described in Section 2. The hybrid method
are tested with simulations in Section 3.

2 Methods

2.1 Light propagation models

The Radiative Transfer Equation
In optical tomography, the radiative transfer equation
(RTE), referring forward to equation (1), is widely ac-
cepted as an accurate model for the propagation of
light in biological tissues [3]. Based on the Boltz-
mann’s equation, it considers the light propagation as
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the equivalent to the flow of discrete photons which
may locally be absorbed or scattered by the medium.
In the frequency domain, for monochromatic light,
with Ω ⊂ ℜ3 the physical domain, the RTE is of the
form [3] :

(

iω

c
+ ŝ · ∇ + µs + µa

)

φ (r, ω, ŝ) =

µs

∫

4π
φ

(

r, ω, ŝ′
)

Θ
(

ŝ · ŝ′
)

dŝ′ + q (r, ω, ŝ) (1)

whereφ (r, ω, ŝ) is the energy radiance,µa and µs

are the absorption and scattering coefficients of the
medium, respectively,c is the speed of the light,
ω is the angular modulation frequency of the input
signal,ŝ is unit vector in the direction of interest and
q(r, ω, ŝ) is the source term within the medium. The
phase functionΘ (ŝ · ŝ′) describes the probability that
a photon with an initial direction̂s′ has the direction̂s
after the scattering event. The RTE is computationally
very expensive, and therefore it has been used as the
forward model only in few applications.

The Diffusion Approximation
The most typical approach has been to replace the
RTE by the diffusion approximation (DA). It is basi-
cally the first order approximation of equation (1) with
respect to angular dependence [3,4]. In the frequency
domain, the DA assumes the form

−∇ · κ∇Φ(r, ω) + µaΦ(r, ω) +

iω

c
Φ(r, ω) = q0(r, ω) (2)

whereκ = (3(µa+µ′

s))
−1, is the diffusion coefficient,

µ′

s = (1 − g)µs is the reduced scattering coefficient,
g =

∫

θ ŝ · ŝ′Θ (ŝ · ŝ′) dŝ′ is the mean cosine of the
scattering angle andΦ(r, ω) =

∫

θ φ(r, ω, ŝ)dŝ is the
photon density. The DA is a relatively good approx-
imation to the RTE when the medium is scattering
dominated, which is the case in most applications of
optical tomography, and when the point of interest is
not very close to the highly collimated light source
and to boundaries.

The Coupled RTE-DA model
In the coupled RTE–DA model, see Fig.1, light prop-
agation is modeled with the RTE in the sub-domain
Ωrte in which the approximations of the DA are not
valid such as close to the source and domain boundary
and within low-scattering and non-scattering regions
[1,2]. The DA is used as the forward model in sub-
domainΩda which is the remaining domain. The RTE
and the DA are coupled on the interfaceΓ between
the sub-domains using their boundary conditions. The
coupled RTE–DA model can be solved with the FEM

and it has been found to describe light propagation
accurately in various media [1,2].

Ω
rte

Ω
Ω

da

Γ

Figure 1: The domainΩ with the source at the centre
of the upper edge. The RTE is used as the forward
model in the sub-domainΩrte (grey colour); the DA is
used as the forward model in the sub-domainΩda; the
interfaceΓ separates the RTE and DA sub-domains
(dashed line).

2.2 A hybrid Monte Carlo model

Classical Monte Carlo method
The classical Monte Carlo (MC) method is another
numerical approach to simulate the photon migration
in turbid tissues. It is often used to avoid DA failures.
The principle of Monte Carlo simulation is based on
probability functions of random numbers which de-
scribe the variable step size a photon will take be-
tween photon-tissue interaction sites, and the angle of
deflection a scattered photon may experience due to
a scattering event [5-7]. The aim of the MC method
is to replace a deterministic problem by an equivalent
stochastic problem. Therefore, its strategy is based on
the random history of particles that is simulated.
The tissues are illuminated by a pencil photon beam
which is normally incident. The trajectory of each
photon packet in the media is studied until it reaches
the detector. Once the photon packet has been moved,
it is ready to be scattered. There will be a deflection
angle,θ ∈ [0, π], and an azimuthal angle,Ψ ∈ [0, 2π]
to be sampled statistically. The probability distribu-
tion for the cosine of the deflection angle,cosθ, is
described by the scattering function that Henyey and
Greenstein introduced [8]:

p(cosθ) =
1 − g2

2(1 + g2 − 2gcosθ)3/2
(3)

where the parameter,g, equals< cosθ > and has
a value between -1 and 1. A value of 0 indicates
uniform scattering and a value near 1 indicates very
forward directed scattering.
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When the photon packet escapes from the domain,
the quantities of interest are tallied and the results
averaged over many particles histories.
MC method allows the direct handling of complex
tissue geometries and optical inhomogeneities. So, it
can be used to predict the light propagation in either
a layered structure of extremities or a head model
including a non scattering region [9]. Unfortunately,
despite its reliability and because of its statistic as-
pects, the accuracy of scored quantities increases only
with the square root of the number of photon histories
and the method is computationally expensive.

Hybrid MC-DA method
Another numerical approach to overcome the limita-
tions of diffusion is to develop a MC diffusion hy-
brid model that combines the accuracy of MC at short
distances with the computational efficiency of diffu-
sion at larger ones. Wang and Jacques [10] were the
first to propose such a model for spatially resolved re-
flectance. Alexandrakiset al. [11], then, proposed
solutions for frequency domain. In our study, the
hybrid MC-DA method is developed and results are
compared with previously described models.
The basic idea is to consider that the laser beam may
be converted into deep isotropic sources when light
reaches the middle zone of the biological media. This
region is limited by two critical planes defined at re-
spective depthszc = mfp, with mpf the mean free
path of photons before interaction with the medium,
andd − zc whered is the depth of the medium (Fig.
2). Outside the central zone, the DA is inefficient. So,
the propagation of photons packets is simulated by the
classical MC method until they reach the middle zone.
MC step allows to save the reflectanceRmc and the

Isotropic sourcempf

Laser beam

MC

MC

DA

Z

d

d-zc

zc

0

Figure 2: Illustration of the hybrid MC model.

absorption matrix of photons which reached a position
in the center zone. At the end of MC step, the absorp-
tion matrix terms are converted by the diffusion step.
This process converts the infinitely narrow photon
beam into a distributed source term and computes
the additional diffuse reflectanceRdiff . The latter
is obtained in a manner similar to that described by
Alexandrakiset al. in [11]. Our program proposes
an optimized version in standard C, using approxi-
mated Gauss-Laguerre integrations in order to calcu-
late rapidly the analytical solutionRdiff , described
by Kienle in [12]. Then, the final diffuse reflectance
will be the sum of the diffuse reflectances computed
by our two steps:

R(r, ω) = RMC(r, ω) + Rdiff (r, ω)

3 Results and Discussion

In this section, we give numerical results in 2D cases.
The solution of the forward problem was computed
with the hybrid approaches on a 2.8 GHz PC with
2 Go RAM. We show results for two geometries, a
slab and a two-layered domain and compare them
with pure MC simulations. Both pure MC and hy-
brid MC model were implemented in C programming
language. One million photon packets were traced in
both models.
The coupled RTE–DA model was solved with the fi-
nite element method with the MATLAB version 7.0
(R14), (The MathWorks, Inc.). The RTE sub-domain
included the regions close to the source and the upper
boundary in which the measurements were performed
(see Fig.1). The DA sub-domain included the remain-
ing medium. The interfaceΓ located at the distance

d1

d2

(x=60, y=0)(x=-60, y=0)
Source

(x=0, y=0)

Layer 1
        µ    , µ                 a1     s1

Layer 2
        µ    , µ                 a2      s2

Figure 3: Schematic diagram of the physical domain.
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Table 1: Optical coefficients for slab cases,d1 = 40
mm andd2 = 0 mm.

µa (mm−1) µ′

s (mm−1)

Slab 1 0.0015 0.1
Slab 2 0.0015 0.6
Slab 3 0.0015 1.2

of 2 mm from the upper boundary and20 mm from
the source. The FE-discretization of the slab
contained 3428 triangular elements and the FE-
discretization of the two-layer medium contained
4456 triangular elements.
The first simulations were carried out with a 40 mm
x 60 mm rectangular slab (Fig.3 and Tab.1). The
collimated light source was located at the center of
the upper edge. The absorption coefficient of the
medium isµa = 0.0015 mm−1 and the scattering
coefficient,µs, varies from0.2, 1.2, 2.4 mm−1. The
anisotropy factor in Henyey-Greenstein scattering
function isg = 0.5. For all performed calculations, it
was assumed that the refractive index of tissues is1.4
and the modulation frequency isf = 100 MHz.
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Figure 4: Comparisons between the pure MC (solid curve), the hybrid MC (dotted curves; see text) and the coupled
RTE–DA (crossed curve) models. The scattering coefficient of the turbid slab was varied from (a)0.2,
(b) 1.2, (c) 2.4 mm−1, while the other properties were held constant.

The amplitude and the phase shift of the simulated
data are plotted against the source-detector distance
in Fig.4. The results of Hybrid Monte Carlo method
are compared with the coupled RTE–DA model and
Monte Carlo simulation. The black dotted curve
shows results for azc set to 0.8

µa+µ′

s

, whereas the

white dotted curve is forzc = 0.5
µa+µ′

s

. Two values
of critical depth are tested only when the scattering
coefficient is the lowest. In this case (Fig.4(a)), we
see that the hybrid Monte Carlo – diffusion model
agrees better with the pure Monte Carlo method when
the critical depth is set to a higher value. Thus it
forces the Monte Carlo step of hybrid method to be
longer and much avoid the failure of the diffusion
approximation. For the other cases (b) and (c), the
optimized critical depth iszc = 0.5

µa+µ′

s

. We note that
the error in both hybrid models decreases with the
increasing scattering coefficient of the turbid slab.
The amplitude and phase calculated with the hybrid
MC method are close to those obtained with the
MC method results as well as the coupled RTE–DA
method in the case in which the scattering coefficient
of the turbid media is 1.2 or 2.4 mm−1 (Fig. 4(b) and
(c)).
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Table 2: Optical coefficients for the two-layered
geometry,d1 = 10 mm andd2 = 70 mm.

µa (mm−1) µ′

s (mm−1)

Layer 1 0.017 1.75
Layer 2, 1 0.0015 0.1
Layer 2, 2 0.0015 0.6
Layer 2, 3 0.0015 1.2

In almost all applications, models have assumed ho-
mogeneous tissues. Unfortunately, this assumption is
often not valid. Instead, many tissue parts have a lay-
ered structure: skin and subcutaneous fat or muscle,
layers of the head above the brain. Therefore, as a
second geometry, we investigated a two-layered turbid
medium in order to test our hybrid models on more re-
alistic media. In all of the simulations cases, the thick-
ness of the first layer is 10 mm and the second one is
70 mm (Fig.3 and Tab.2). The frequency-domain re-
flectance amplitude and phase are computed usingµa1

= 0.017 mm−1, µs1 = 3.5 mm−1, µa2 = 0.0015 mm−1
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Figure 5: Amplitude and phase of detected light simulated by the pure MC (solid curve), the hybrid MC (dotted
curves) and the coupled RTE–DA (crossed curve) models. The scattering coefficient of the bottom layer
was varied from (a)0.2, (b) 1.2, (c) 2.4 mm−1.

andµs2 = 0.2, 1.2, 2.4 mm−1. All other properties are
held constant from the previous example. The results
are reported in Fig.5. To avoid grid size effects,
the overall computed results reported have been
performed using a bounded domain of size 80 mm x
60 mm. The characteristics of hybrid MC method are
unchanged except the critical depth which is set to
(d1 + α

µa2+µ′

s2

) whered1 is the thickness of the top
layer andα = 0.5 or 0.8. With this second geometry,
we note the same conclusions. The amplitudes and
phase shifts computed with the two hybrid models
agree well with the MC method results and the
quality of the hybrid simulations increase with the
scattering coefficient from left to right in Fig.5. We
can also note that hybrid models give good results
in the vicinity of the source whereas this point is the
drawback of the conventional DA. The accuracy of
both hybrid models differs for the lowest-scattering
media. Indeed, we can act on the critical depth to
improve the hybrid Monte Carlo – diffusion model.
The deeper thezc, the better the precision but the
longer the simulation time. Although the accuracy of
both hybrid models is close to the MC validation
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method in the majority of the cases, we can discuss the
computation time of each simulation. The number of
photon packets that were traced in the simulation was
one million for both the pure and the hybrid Monte
Carlo models. This parameter influences the simula-
tion user time. However, the computation time of the
hybrid MC–DA model and of the coupled RTE–DA
model are insensitive to the optical properties. In con-
trast, the pure Monte Carlo is very dependent on the
optical coefficients values. Therefore, the simulation
is computationally very expensive when the absorp-
tion coefficient is much lower than the scattering pa-
rameter because photons must travel a longer path be-
fore being totally absorbed. The average computation
time for all pure MC simulations is about one hour
whereas it takes a few seconds for performing hybrid
models. The computation time is about from 50 s
to 60 s for the coupled RTE–DA simulations what-
ever the geometry case, whereas the MC–DA model
is performed in about 30 s for the smallest value ofzc

and 120 s for the deeper one. Although the MC–DA
model is optimized in C language, the coupled RTE–
DA Matlab codes are not optimal, since the method
is still under development, and programming the cou-
pled model codes in C would speed them up.

4 Conclusion
In this paper, we compared different numerical ap-
proaches to solve the forward problem in biomedical
optics. The light propagation was first modeled with
an hybrid Monte Carlo method. The latter combines
the accuracy of the statistical Monte Carlo simula-
tions near the source and the speed of the diffusion
theory distant from the laser impulsion. Then, the
method was compared with the finite element solution
of the coupled RTE–DA model and with pure Monte
Carlo simulation. The results show that the MC–DA
method is promising to rapidly investigate the distrib-
ution resulting from photon transport in multi-layered
systems. Moreover, we proved that the accuracy of
this model in low-scattering medium can be improved
by acting on thezc parameter even though it is a dif-
fusion based method. Indeed, the results show that
the increased critical depth causes a reduced contribu-
tion to the diffuse reflectance at the diffusion step of
the MC–DA model and makes the MC step dominant
that causes a better accuracy but a higher computation
time. The big challenge is to find a compromise be-
tween an acceptable computational time and a good
precision of results.
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