Evaluation of Parallel Processing Systems with Erlang Concurrent Traffics Using Average Concurrency
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Abstract: - This paper presents a queueing model to measure the performance of parallel processing systems (PPS) with Erlang distribution of concurrent traffics. Several methods have been proposed such as decomposition technique, which is applicable to only fixed concurrent traffics. On the other hand, this paper will propose an innovative approach considering a more practical set of concurrent traffics. They are both coming to the PPS and taking service in the PPS with the Erlang distribution. To avoid both the state space explosion and the calculation complexity, as practical concurrent traffics exist, the average concurrency (AVC) is determined which is the average of the overall concurrent traffics. The results apparently indicate that this proposed method can reduce the number of states from the exponential increment of power of N to the increment of power of average number of concurrent traffics. This results a faster computational achievement. For various examples, the before-and-after applying AVC method is compared by simulations. In addition, the computational cost is discussed.
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1 Introduction

There have been several attempts to evaluate the performance of parallel processing systems (PPS) with a set of concurrent traffics. Some researchers treated as fixed concurrent traffic in order to simplify the estimation for the system as such [1]-[7]. Some may evaluate the concurrent traffics by using simulation. In [3], an analysis method called decomposition approximation was proposed. The authors proposed the analysis method based upon mean value algorithm (MVA) [8]. Although the high accuracy of the method has been discussed but the technique proposed in that paper is applicable only to an unchangeable set of concurrent traffics. In practice, the system is shared by users, as in time-sharing systems, the concurrency of individual programs is never identical.

Considering the realistic situation [10], however, where the computer is almost personalized, as in the case where a workstation is shared by a small number of users over the ATM network, the detailed characteristic of individual programs must be taken into account in the analysis.

Our analysis is based upon the average concurrent traffics. This technique will allow us to derive a two-step simpler calculation by decomposing the average concurrency into upper and lower bounds. The interesting characteristic parameters such as utilization, throughput and mean queue length can be obtained in two sets separately, the lower and the higher bound sets. The two sets are then averaged with weight, providing a final solution for the observed system.

Our results focus on an avoidance of the state space explosion and calculation complexity, results between before-and-after applying proposed AVC technique will be compared by simulation. As computer networks were invented, the number of applications with parallelism that can be executed by the distributed networks have been increasing. Ongoing researches will focus on partitioning process to improve the parallel processing by making it faster and more reliable. The application and software designers cannot emphasize only on the data exchange, they must find a better way to increase the concurrent computing power [8]. Research on parallel and distributed system on computer network may provide the answer [9]. For the last decade, the computers evolution has been changed drastically both software and hardware. On
the hardware side, the development is concentrated on “Multi-processor”, a scheme which more than one CPUs are loosely working together to perform an assigned task. This kind of development is expected to continue in a foreseeable future. Although it is not cost-effective to implement, the multiprocessor scheme will help improve the efficiency of a computation. Another alternative is to use PPS (a system utilizes a number of processors to compute subtasks simultaneously) to shorten the overall processing time. This paper will focus on PPS to improve the processing speed with a practical concurrent task. In practice, the subtask programs after partition can be identical or different in size. Once individual subtask processing is completed then it must wait for others until the last subtask from the same original task has been completed. All subtask results will then be merged to mark the completion of one task by PPS.

3 Average Concurrency Computation

This section will focus on evaluation of the system performance if DCP (Different Concurrent Programs), CCP (Cycle-Dependent Concurrent Programs) or VCP (Variable Concurrent Programs) is executed.

The average concurrency (AVC) of the overall programs $\bar{C}$ is calculated. Using the integers $\bar{C}_1$ and $\bar{C}_2$ ($\bar{C}_2 = \bar{C}_1 + 1$) bounding $\bar{C}$ and, using the EZSIM [6] simulation to collect characteristic parameters (such as throughput, mean queue length, utilization etc.) The two sets are then calculated with weight, giving final results for the observed system as shown in figure 1.

The following symbols are defined.

$N$ : number of overall primary tasks

$i$ : identifier of primary tasks ($i = 1,2,3,..., N$)

$C_i$ : concurrent vector of primary task $i$

$M_i$ : number of elements in $C_i$

$X_{ij}$ : concurrency at the $j$-th cycle of the primary task $i$

$\bar{C}$ : average concurrency

$\bar{C}$ is calculated as follows for DCP, CCP and VCP.

DCP

$C_i = \{X_{ii}\}$ for $i = 1,2,3,...,N$

$\bar{C} = \frac{1}{N} \sum_{i=1}^{N} X_{ii}$

CCP

$C_i = \{X_{i1},X_{i2},X_{i3},...X_{im}\}$ for $i = 1,2,3,...,N$

$\bar{C} = \frac{1}{M_i} \sum_{j=1}^{M_i} X_{ij}$

VCP

$C_i$ changes cyclically. The concurrency for each cycle is represented by a vector $C_i = \{X_{i1},X_{i2},X_{i3},...\}$ called the concurrency vector.
VCP

\[ C_i = \{X_{i1}, X_{i2}, ..., X_{iM}\} \quad \text{for} \quad i = 1, 2, 3, ..., N \]

\[ \overline{C} = \frac{\sum_{i=1}^{N} \sum_{j=1}^{M} X_{ij}}{\sum_{i=1}^{N} M_i} \]

/******* ALGORITHM *******/

BEGIN /*** Initialize \( \overline{C}_1 \) and \( \overline{C}_2 \) ***/

/ *** I is integral part of \( \overline{C} \) ***/

/ *** F is fractional part of \( \overline{C} \) ***/

BEGIN

BEGIN /**** Collect performance parameters as concurrent level is \( \overline{C}_1 \) and \( \overline{C}_2 \) ****/

FOR \( n = \overline{C}_1 \) TO \( \overline{C}_2 \) DO {

Collect mean queue length MQL\(_n\)
Collect utilization factor UTIL\(_n\)
Collect throughput THRU\(_n\)
}

END FOR

BEGIN /*** Final calculation ***/

MQL(\( \overline{C} \)) = (1-F)MQL(\( \overline{C}_1 \)) + (F)MQL(\( \overline{C}_2 \))
UTIL(\( \overline{C} \)) = (1-F)UTIL(\( \overline{C}_1 \)) + (F)UTIL(\( \overline{C}_2 \))
THRU(\( \overline{C} \)) = (1-F)THRU(\( \overline{C}_1 \)) + (F)THRU(\( \overline{C}_2 \))

END

END

END OF ALGORITHM

Figure 1. Algorithm of Average Concurrency Method.

Figure 2. PPS with 4 Processing Units.

4 Simulation Model

We label these processing units as server 0-4. Server 0 is a pseudoserver with no service time. The queue discipline is set to be first-in first-out (FIFO) except for server 0. The server 1-4 will be an interconnection of servers with the same branching probability. The four servers 1-4, are connected in parallel. These service time distributions are Erlangian distribution stage \( n \) with mean 0.01 second. Erlang distribution is shown in equation 1.

\[ E_n(x) = \frac{\mu^n x^{n-1} e^{-\mu x}}{(n-1)!} \quad (1) \]

where \( x = 1, 2, 3,... \) and \( n \) is a positive integer stage number.

A PPS with four processing units is considered as shown in figure 2. Another examples of PPS can be found in [10],[11],[12]. In the simulation, \( \mu \) will be set to 0.01 second and \( n \) will be set to two. To investigate validation of the proposed AVC method two examples from each of DCP, CCP and VCP are used as follows.

DCP1 : \( N=4 \), \( C_1 = \{1\} \), \( C_2 = \{2\} \), \( C_3 = \{3\} \), \( C_4 = \{4\} \)

DCP2 : \( N=5 \), \( C_1 = \{2\} \), \( C_2 = \{3\} \), \( C_3 = \{4\} \), \( C_4 = \{5\} \), \( C_5 = \{6\} \)

CCP1 : \( N=4 \), \( C_1 = C_2 = C_3 = C_4 = \{2,3,4\} \)

CCP2 : \( N=5 \), \( C_1 = C_2 = C_3 = C_4 = C_5 = \{3,4,5\} \)
VCP1 : N=4, C1={1,2,3}, C2={1,1,2}, C3={2,3,4}, C4={3,3,4}

VCP2 : N=5, C1={1,3,5}, C2={2,3,5}, C3={1,1,4}, C4={2,2,3}, C5={1,2,3}

5 Results and Analysis
To validate the average concurrency method, we firstly consider the number of states used in the computation then the average concurrency method will reduce state number size from \((2^N)^n\) to \((N+2)(N+1)^n\). As an example, state number used by straightforward (STRF) method and by average concurrency method is compared and listed in table 1.

<table>
<thead>
<tr>
<th>DCP</th>
<th>STATES BY STRF</th>
<th>STATES BY AVC METHOD</th>
<th>REDUCTION PERCENTAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1i=2</td>
<td>315</td>
<td>54</td>
<td>82.85%</td>
</tr>
<tr>
<td>X2j=3</td>
<td>147</td>
<td>64</td>
<td>56.46%</td>
</tr>
<tr>
<td>X3j=3</td>
<td>49</td>
<td>15</td>
<td>69.39%</td>
</tr>
<tr>
<td>X4j=3</td>
<td>2025</td>
<td>105</td>
<td>94.81%</td>
</tr>
<tr>
<td>X5j=3</td>
<td>315</td>
<td>120</td>
<td>61.90%</td>
</tr>
<tr>
<td>X6j=3</td>
<td>10125</td>
<td>695</td>
<td>93.14%</td>
</tr>
</tbody>
</table>

Table 1. State Space Comparison.

<table>
<thead>
<tr>
<th>DCP</th>
<th>CASE 1</th>
<th>PPS</th>
<th>STRF</th>
<th>AVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>QUEUE</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>LENGTH</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>UTILIZATION</td>
<td>1</td>
<td>0.4</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>THROUGHPUT</td>
<td>0</td>
<td>8</td>
<td>7.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison of Results versus STRF (DCP).

<table>
<thead>
<tr>
<th>DCP</th>
<th>CASE 2</th>
<th>PPS</th>
<th>STRF</th>
<th>AVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>1</td>
<td>0.003</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>QUEUE</td>
<td>2</td>
<td>0.004</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>LENGTH</td>
<td>3</td>
<td>0.0039</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>UTILIZATION</td>
<td>1</td>
<td>0.49</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>THROUGHPUT</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Comparison of Results versus STRF (CCP).


Results obtained by average concurrency (AVC) method are compared versus the straightforward (STRF) results. Tables 2-4 are results of DCP, CCP and VCP respectively. It can be apparently seen that mean queue length, servers utilization and throughput results collected from both STRF and AVC methods are close. It is because the variance of concurrent levels does not deviate from average concurrent level much. The examples also supported a practical aspect that primary programs have to spawn a small number of independent secondary tasks. It is the matter of fact that the tasks will need infrequent synchronization, which is considered as processing overhead. The overhead may become disastrous if concurrent level is higher than the available processing resources (four processing units in this experiment). Primary programs are recommended no partition and should obtain service in serial fashion whenever overhead becomes significant. Different examples with high variance of concurrent levels are under investigation.

6 Conclusion

The AVC method for parallel processing system with concurrent programs is introduced. The validation and accuracy of the AVC method was found by checking results against ones obtained by the straightforward (STRF) method. It can be clearly seen by table 2-4 that only few differences in estimating the servers utilization, throughput and mean queue length are listed. As can be seen, values obtained by the AVC method agree very favourable with values obtained by the STRF. It is reasonably concluded that the AVC method validates for DCP, CCP and VCP.

Regarding the maximum number of states to be calculated, the AVC method is compared with the STRF. The number of states in the AVC method increases in proportion to the power of the average concurrent level. On the other hand, the required number of states in the STRF increases exponentially. Since the computational cost is proportional to the cube of the number of states, there will be a great difference regarding the computational cost. Although the AVC requires that the calculation be done twice for lower and upper level as shown in figure 1, the estimation can be achieved with far less number of states and computational cost than the STRF. Finally, the AVC method can be executed on any systems with a small memory capacity, and can be executed with higher speed.
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