Personalization Based on Domain Ontology

Mehdi Adda, Wu Lei, Yi Feng

1Department of Computer Science and Operations Research, University Of Montreal, QC Canada
2Department of Software Engineering, Rochester Institute of Technology, NY USA
3Computer Science Department, Algoma University, ON Canada

Abstract

As a consequence of the proliferation of multimedia contents, users are nowadays frustrated with the huge amount of available video information whose content is not targeted to their needs and preferences. It's challenging to analyze video content for video personalization due to the lack of semantic video summarization and retrieval techniques. In fact, most of current video personalization systems are using low-level features. However, users identify and select video content using high-level semantics. This creates a gap between user preferences and video content representation that must be bridged for video personalization systems. In this paper we present a new approach for video personalization based on domain knowledge. We first introduce an ontology based indexation approach to enhance retrieval performance. Then, we present a personalization strategy based on fine grained sequential pattern discovery. The proposed approach is based on both user and content personalization. The performance study and experiments show that the use of ontologies to index and represent video contents enhance running time and memory performances. This paper also describes VideoMiner, a system prototype that implement the proposed approach for video personalization.
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1 Introduction

One of the most interesting topics in video research, as well as one of the most important challenges in video mining is the reasoning on video content and users at a semantic level and then deliver for each user a personalized content. It is essential to the success of a video based system such as interactive TV, video on demand, etc. Indeed, from an e-commerce perspective, it is vital to have the ability to retrain visitors and turn casual browsers into potential users and customers. Video personalization systems, generally based on an unsupervised discovery of patterns in a defined input data [13], aims at tailoring video content retrieval based on user's past behavior and inference from other like-mind users to anticipate the needs of a user and provide a customized content [15]. The basis of video personalization includes modeling of video content and users, characterization of user content browsing and access experiences, matching between and across videos and/or users, and determination of the set of videos and/or video-parts to be recommended.

Traditional approaches to personalization include content-based and user-based techniques [1]. In a content-based system, the objects are recommended according to the similarity of their associated features. User-based system compares current users past actions with the historical records of other users in order to find the users with similar interests and then recommend the objects they have visited. However, some problems arise from those techniques. On one hand, content-based systems suffer from the new user problem, consisting of the difficulty to find objects of interest for new user. On the other hand, user-based systems suffer from the new item problem, consisting of the difficulty to recommend new objects that has not been visited or has not had many ratings. To deal with those problems, and improve performance, hybrid techniques combining content-based and user-based approaches are proposed. The scalability problem, generally encountered in personalization systems due to the huge amount of users and objects, is tackled by the application of data mining techniques.

Traditional personalization techniques can not be directly applied in video personalization systems. Indeed, it is challenging to apply such techniques due to the complexity level of video objects and contents. Representing a video as a whole and single object is not suitable for capturing com-
plex relationships among video content at a deeper semantic level.

In this paper we present a video personalization system where videos are recommended according to the objects contained within. Indeed, in the proposed system, a video is represented according to its content by using domain concepts and the chronological order of apparition of such concepts is respected. The approach is based on a hybrid recommendation method where both content-based and user-based recommendation techniques are combined. The work is rooted in practical concerns from the data mining: we have studied the extraction of domain related behavioral patterns from server log files, and their application to video personalization. The data is therefore made of transformed video sequences. In the sequence transformation process, videos have to be represented according to fine grained concepts to preserve their semantics and ease interpretation. However, videos are generally partitioned into shots and frames, and by then, low-level features such as motion, color, and texture are extracted to form MPEG7 descriptions [12]. In the next two paragraphs, we discuss some drawbacks and limitations of using low-level features and MPEG7 file descriptors.

Considering only low-level similarities ignores the domain related similarities among video content. Consequently, from the recommendation perspective, the proposed videos may have considerable variances both in semantics and visual content and, therefore, do not make much sense to human perception. Moreover, low-level features are very difficult to comprehend and interpret. As a result the semantic gap between user needs and the personalization system is increased.

Using independent file descriptors for each video is a basic component in video mining and personalization frameworks. In most practical cases the number of MPEG7 description files is huge, and they are individually accessed and parsed. On one hand, handling different files makes the task of unifying terms and semantics above a video collection very difficult, and thus the semantic gap is going to be increased, especially in cases where the video content is heterogenous and videos are indexed by different persons without a predefined and unified set of domain terms and vocabulary. In those cases, different descriptors may be used to describe the same content of different videos. On the other hand, using one file for metadata description per video is time consuming. Since accessing and handling files in huge data is time consuming-the more of its video description files is, the higher the processing cost will be. In fact, elementary video operations such as indexing, retrieval, management require the manipulation of the associated metadata, which if dispersed in many files -event thousands- affect the system efficiency. One suitable solution for those two problems consists of using unified vocabulary and descriptors for all videos, and use one file to represent and index all videos. Such a unified vocabulary is provided by domain Ontologies. A domain ontology offers the necessary conceptualization model of video content for the specific application area. With means of ontologies, the semantic gap between video content and human perception can be bridged, and domain ontology can be used as a unique source for video content indexation and retrieval.

Our paper, first, addresses issues of developing a new hybrid approach for video recommendation that offers a fine grained, and domain related personalization by the mean of an OWL domain ontology [8]. Secondly, a personalization system prototype based on the proposed approach is presented.

Our main goal, when developing the hybrid approach, is to create a model of user behaviors through the seamless integration of semantic knowledge with user access sequences (provided by means of log files). The profiling process consists of discovering fine grained video sequential patterns. Once frequent patterns are extracted, a recommendation algorithm seeks for most relevant videos to be presented to the current user by taking into account the last visited videos. The design framework and system prototype is a three-tier architecture of server, middleware, and client. The server maintains the video content and metadata descriptors consisting of the domain ontology. The client communicates user query to retrieve content, and displays the personalized content. The middleware consists of a set of modules that aim at mining and maintaining usage patterns, index videos according to the domain ontology, select a personalized content that correspond to user behavior and past experiences, and offer an alternative browsing technique: ontology based video browsing and retrieval.

In this paper we assume that videos are indexed by an expert in the domain of application. Ideally the indexation process should be produced automatically. To this end, we have to achieve automated analysis of the semantic contents of videos. However, since highly reliable analysis of such contents is very difficult at present, we assume the process is done manually. In our experiments, we use the open platform Protégé [16] for video indexation based on an OWL domain ontology.

The rest of the paper is organized as follows. Section 2 provides the theoretical basis and definitions underlying our approach. Section 3 presents architecture and design of VideoMiner. Section 4 presents experimental results. Section 5 gives an overview of related work on video personalization. Concluding remarks and discussions on future work are given in Section 6.
2 Ontology-Based Video Personalization Strategy

The problem of Ontology-Based Personalization can be divided into three subproblems as follows:

1. Ontology-Based Video Indexation,
2. Mining fine grained video access patterns,
3. Video recommendation based on domain knowledge and fine grained access patterns.

2.1 Ontology-Based Video Indexation

Video indexation is important for video retrieval and personalization. Ontologies are typically represented using natural language domain terms, and thus are suitable for video annotation and indexation. In fact, linguistic and domain terms are appropriate to semantically represent video content (events and objects). VideoMiner system uses an ontology to describe semantic contents such as objects and events occurring in a video. Video clips and images are index using the concepts and relations of the OWL ontology. Ideally the indexation process should be produced automatically. To this end, we have to achieve automated analysis of the semantic contents of videos. However, since highly reliable analysis of such contents is very difficult at present, we assume the process is done manually. In our experiments, we use Protégé for video indexation according to a domain ontology.

2.2 Fine grained video access patterns

Once enough user access sessions are collected, access sequences containing the consulted videos are extracted. Our objective is to capture the user interest by semantically exploring the objects forming those videos. In other words, we are looking to find domain related similarities on the video sequences. To achieve it, the initial sequences are transformed to fine grained sequences called video domain sequences (VDS).

In the next subsections we present a formal description of input data. Then, we present the transformation process, a formalism for VDS representation, with new notions and definitions. By then, we give the basis of sequential patterns mining method.

2.2.1 Description of data and patterns

The format for initial data is a usual video sequence $S$, i.e., a list of videos that have been consulted by a user. Let $V = \{v_1, v_2, ..., v_n\}$ be a set of videos. Each video $v_i$ is composed of a list of clips such as $v_i = < c_{i1}, c_{i2}, ..., c_{im}>$, where a clip $c_{ij}$ is composed of a list of images. In other words $c_{ij} = <im_{i1}, im_{i2}, ..., im_{ip}>$. An image $im_{ij}$ is represented by a set of domain related ontology concepts. Let an ontology, say $\Omega$, with its concepts set $T_\Omega$, an image representation belongs to $T_\Omega = (T_\Omega \times T_\Omega \times T_\Omega ...)$.

A video domain sequence $S_e$ is obtained by replacing each image of each clip of each video of $S$ by the list of domain concepts involved in this image. The set of concepts involved in an image are put together in a set called conceptset. A conceptset have to be non-empty. Thus, a video domain sequence is an ordered list of conceptsets. Figure 1 shows an example of transformation process from video based sequence to domain based sequence.

We denote a VDS by $< s_1, s_2, ..., s_n >$, where $s_i$ is a conceptset also designed by $S(i)$. We also call $s_i$ an element of the VDS sequence. The length of a VDS $S$ is the number of its elements and is denoted by $|S|$. We denote an element of a sequence by $\{c_1, c_2, ..., c_m\}$, where $c_i$ is a concept of $T_\Omega$. A concept can occur many times in different conceptsets but can occur only once in a conceptset.

![Figure 1: Domain ontology and VDS generation example.](image)

Given a collection of sequences $\Gamma$, the support of a sequence $S$, denoted by $sup(S)$, is the number of sequences in $\Gamma$ that are generalized by $S$ (see Definition 2.1). Conventionally, a sequence $S$ is called a sequential pattern if $sup(S) \leq \minsup$, where $\minsup$ is a user-fixed minimum support threshold.

**Definition 2.1 Video sequence generalization:** A sequence $S_1$ is a generalization of a sequence $S_2$, denoted either by $S_1 \sqsupseteq \Omega S_2$ or by $S_2 \sqsubseteq \Omega S_1$, if there exist a set $\mathcal{I} \subseteq [1, 2]$ and a surjective non-decreasing map $\psi : \mathcal{I} \rightarrow [1...|S_1|]$ such that: $\forall i \in \mathcal{I}$, $S_2(\psi(i)) \sqsubseteq \Omega S_1(i)$, where $\sqsubseteq$ is a subsumption relation among conceptsets (see Definition 2.2 bellow).

**Definition 2.2 Conceptset subsumption:** A conceptset $s_1 = \{x_1, x_2, ..., x_m\}$ subsumes a conceptset $s_2 = \{y_1, y_2, ..., y_n\}$ denoted $s_2 \sqsubseteq \Omega s_1$ if: $\forall x_i \in s_1$, $\exists y_j \in s_2 : y_j \sqsubseteq \Omega x_i$. Where $\sqsubseteq \Omega$ is the symbol of subsumption between two concepts of $\Omega$ [3].
2.2.2 Pattern mining

To mine frequent patterns, an Apriori based algorithm is used. Apriori is a classical algorithm used for sequential pattern mining [2]. In the following we describe our method that, similarly to Apriori, performs a top down level-wise search through the pattern space. This means, at the (k+1)-th level, the algorithm uses frequent patterns generated at level k to compose candidates and then check their frequency. At the first pass, candidates are the sequences of size one made of the maximum concepts in the domain ontology. At later steps, the algorithm terminates a frequent pattern either by adding a new element or extending an existing element with a concept. The algorithm terminates when there are no frequent sequences at the end of a pass, or when there are no candidate sequences generated.

2.3 Video recommendation strategy based on fine grained domain patterns

Recommendation systems are the most employed tools in e-commerce businesses. Recommendation systems help the users to rapidly and efficiently find the content they would like to consult. The basis of recommendation systems is to apply data analysis techniques to generate a list of recommended content products for each user according to his/her past behavior.

The video recommendation algorithm we developed VRAl is hybrid: both usage-based and content-based. VRAl (see Figure 2) suggests videos according to last visited videos and either to the set of VDS patterns generated in the previous step, or the domain ontology. The steps of VRAl are as follows: (i) obtain a VDS from the last visited videos, say S, (ii) select the VDS patterns that contain subsequence of S according to Definition 2.3, (iii) if the selected patterns have at least one conceptset, then recommend videos indexed with concepts involved in those conceptsets, (iv) if no VDS pattern matches or no conceptset remains we suggest videos indexed by the same concepts than those contained in S and which are not yet visited.

Definition 2.3 Subsequence, super-sequence: A sequence $S_1 = <X_1, X_2, ..., X_n>$ is called a subsequence of $S_2 = < Y_1, Y_2, ..., Y_m>$, and $S_2$ a super-sequence of $S_1$, if there exist a set $I \subseteq [1, S_1]$ and a surjective monotonously non-decreasing map $\psi : I \rightarrow [1..|S_2|]$ such that: $\forall i \in I$, $S_1(i) \subseteq S_2(\psi(i))$.

3 Proposed Framework

This section gives an overview of VideoMiner, a video personalization system we have developed. The goal is to provide a general idea of what is each module is for. VideoMiner architecture is basically implemented as a plug-in the open-source Protégé platform [16]. We have extended Protégé for video indexation, visualization and personalization using the approach we have proposed in this paper.

VideoMiner adopts a three-tier architecture composed of: client view and interaction interface, a middleware and of back-end server. View A of Figure 3 illustrates the block diagram of these components. The client communicates user query to retrieve content, and display the personalized content. The server maintains the video content and metadada descriptors consisting of the domain ontology. The middleware consists of a set of modules that aims to mine and maintain usage patterns, index videos according to the domain ontology, select a personalized content that correspond to user behavior and past experiences, offer an alternative browsing technique: ontology based video browsing and retrieval. The browsing technique exploits the underlying ontology structure to navigate through the concepts, and by then, show the videos where those concepts are present.

3.1 System prototype

The system prototype is based on the system structure and architecture such as presented in View A of Figure 3. It mines maintains and stores fine grained sequential patterns by XML documents. The system contains 4 major components: (1) Video indexation, (2) Pattern extraction, (3) Video recommendation, and (4) Video browsing and retrieval. Figure 3 shows the graphical user interface of the

---

**Algorithm 1 VRAl: Video Recommendation Algorithm**

1. $\Omega$: domain ontology
2. $C \leftarrow \emptyset$; // set of videos to recommend
3. $\Gamma_\Omega \leftarrow \emptyset$;
4. $V$: set of last visited videos
5. $\Gamma_2 \leftarrow \emptyset$; // set of selected patterns
6. $CS \leftarrow$ getIndexedConceptSets($\Omega$, $V$); //get the list of concepts involved in the indexation of $V$ elements.
7. $\Gamma_1 \leftarrow$ getSelectedPatterns($CS$); //get the set of patterns where concepts of $CS$ are involved with respect to the apparition order
8. if $\Gamma_1$ is not empty then //Apply usage-based recommendation
9. $CS \leftarrow$ getBrowsedConceptSets($\Gamma_1$) \( CS \leftarrow \emptyset \) \( get\) the set of concepts that are involved in the selected patterns and that did not figure in the conceptsets of the visited videos.
10. $C \leftarrow$ getIndexedVideos($\Omega$, $CS$); //get a list of videos indexed in $\Omega$ by the set of concepts $CS$.
11. else //Apply content-based recommendation
12. $C \leftarrow$ getIndexedVideos($\Omega$, $CS$) – $V$;
13. end if
14. return $C$.

---

**Figure 2:** Video recommendation algorithm.
implemented system.

![Block diagram of VideoMiner](image)

**Figure 3:** Block diagram of VideoMiner.

4 **Performance study and experimental results**

To evaluate the effectiveness and efficiency of the use of ontologies to index and retrieve video content on personalization systems, we performed an experimental evaluation on real datasets composed of 1984 videos, same number of MPEG7 files, and an OWL file that indexes the whole videos. Two charts are reported: the first one related to the execution time necessary to parse description files, and the second one, presents the memory space allocated to video descriptors without the content. We consistently found that performances are better when OWL is used to describe and represent the video content than when MPEG7 files are used.

Indeed, on one hand, View A of Figure 4 shows the parsing time for different sets of MPEG7 files with the associated videos compared to the parsing time for the OWL file. On the other hand, View B of Figure 4 shows that the memory space dedicated to different sets of MPEG7 files compared to the memory space dedicated to the OWL file is higher. As it can be seen the cost of using OWL for video description and indexing compared to MPEG7 descriptors is pretty minimal.

![Performance improvement](image)

**Figure 4:** Performance improvement.

5 **Related works**

Personalization and adaption of information to meet the users needs and interest is an active research area. Although a lot of methods for personalization related to web personalization where content is either text or semi-structured data (e.g., XML) have been proposed. A survey of existing techniques and systems can be found in [15]. The proposed approaches cannot be directly applied to video personalization. Also some projects are research works have been investigating personalization of video and multimedia content. In [10] a personalization system based on static user preferences is presented. This system adapts the multimedia content using the user selected preferences. In [5] a dynamic personalization system is presented. User profiles are formed of weighted keywords reflecting user preferences. In [6] user preferences are dynamically acquired by investigating whether he/she is interested in the TV program or not. Babaguchi [4] discussed video abstraction based on its semantical content in the sports domain. A profile is formed of a pair of keywords and their weights. To select highlights of a game, an impact factor for a significant event in two-team sports was proposed. All the cited systems are using MPEG7 [12] standard for content and metadata descriptions. In [9, 11] ontologies are used to annotate videos. It can be pointed out that these methods are based on surface features of the video rather than on its semantical contents. In other words, instead of exploiting linguistic terms to form domain concepts, visual and low-level features extracted from video content are used.

To solve common problems related to scalability and efficiency, there had been a large utilisation of data mining techniques for video clustering and classification [14], pattern detection to characterize video events [17] video association mining for semantic indexing and event detection [18]. Some other works such us [7] use combinations of unsupervised and supervised learning techniques for highlights extraction.

6 **Conclusion and future work**

In this paper, we have proposed a new approach for video personalization, and we have presented an implementation of this approach. In this approach, we have used a domain ontology for both video indexation, retrieval, and pattern discovery, in order to enhance performances and reduce the semantic gap between user behavior and perception, and video content representation.

In the proposed approach, user preferences are extracted from the usage data, and are dynamically and automatically matched to domain knowledge. Such preferences are utilized together with the domain ontology towards the personalization of video content. The techniques discussed in this paper are based on a great extend on the utilization of sequential pattern techniques and ontology based knowledge
representation. Furthermore, we have presented the design and architecture of VideoMiner prototype. VideoMiner is a video recommendation system based on fine grained sequential patterns. The system adopts a three-tier architecture composed of: client view and interaction interface, a middleware and of back-end server. The proposed approach can be extended by taking into account ontology inter-concept relations in the mining process to capture complex relations among video content. By doing so, video domain sequences will have the structure of directed graphs for which new personalization methods have to be developed. The implemented prototype can be extended so that the system will be accessible via the Web with a light interface.
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