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Abstract: - The ad hoc network is a self-organizing wireless system. Ad hoc networks today are playing an important 
role in some application environments where a decentralized network configuration is a functional advantage. This 
paper presents a mathematical model for load distribution in a distributed computing ad hoc network. The model 
captures various parameters which have significant impact on the node's battery life in order to achieve a balance in 
power consumption amongst the nodes after distribution and computing. This takes the form of closed form solutions 
for the optimal data allocation over processors interconnected in either a daisy chain or a two-level d-dimensional tree 
networks. The work presented is different than all previous work in that it considers the equilibrium of energy in all 
nodes as the fundamental element in distributing the load rather than the finish time. This is important because in an 
ad hoc network, each node is very crucial because it is considered as a link. So it is essential to have each node stay 
for the longest time in the system in order to improve the overall system performance. 
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1 Introduction 
The ad hoc network is a self-organizing wireless system. 
This autonomous system is formed by a set of mobile 
hosts communicate through multi-hop wireless links 
without the aid of a central entity or any fixed 
infrastructure. Ad hoc networks today are playing an 
important role in some application environments where 
a decentralized network configuration is a functional 
advantage or even a necessity [1]. There are situations, 
where it is not feasible to have a wired network and ad 
hoc network is possibly the only solution.  Examples 
include disaster recovery, battlefield communications, 
electronic classrooms, sharing information among 
participants at a conference, etc [2].  
Ad hoc networks introduce a set of networking 
challenges differ from that of traditional wireless 
networks. Obviously, such networks are expected to 
operate under dynamic distributed environment; as a 
result, security and routing have become challenging 
tasks. Moreover, the network nodes will be battery-
driven, each operating solely on its frugal energy budget. 
Hence, the energy resources are more limited in ad hoc 
wireless networks than in traditional wireless networks 
[3] [4]. 
This limitation in the nodes' battery capacity implies that 
the time during which each node functions properly is 
limited, which places a major constraint on the 
functional lifetime of the entire network. This is because 
losing a node power is like a node becomes faulty in 
wired system. This is in turn causes a communication 
cut off and if that node participates in executing parallel 
job then, a part of the job may not be completed.  
Also some nodes are exposed to a faster depletion of 

their batteries than others; this mainly depends on the 
operations performed within the node. Generally, having 
most of the nodes alive for most of the time will improve 
the network stability considerably.  
The ever increasing data-intensive tasks have created a 
need for dividing the data amongst multiple processors 
to improve the speed of computation through parallel 
computing. Parallel computing is the most effective way 
of exploiting the processing capability of the entire 
network in order to achieve faster solution time.  As an 
evident, most of recent applications such as signal and 
image processing, experimental data processing, Kalman 
filtering, cryptography, and genetic algorithms, all 
involve parallel and distributed computing in order to 
improve system performance [1]. These applications 
lend themselves easily to the divisible load theory (DLT) 
[1] [2] [3] [6] [7] [8] [9]. Therefore we will deal with a 
class of divisible loads in our research as it covers many 
applications. All of the prior work on divisible load 
analysis involves an optimal allocation of load in order 
to minimize the finish (processing) time [1] [2] [3] [7] 
[9]. In our work we will distribute the load based on 
balancing energy consumption rather than equalizing the 
finish time of nodes. Therefore, divisible load theory 
(DLT) for ad hoc wireless networks must be mindful of 
the energy consumption besides the finish (processing) 
time. This is very important to consider in ad hoc 
networks since each node is very crucial because it is 
considered as a link. So it is essential to have each node 
stay for the longest time in the system. This urges the 
need of extending existing Load distribution strategies 
for ad hoc networks in new ways in order to meet the 
needs of applications besides regulating the energy 
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consumption amongst the nodes. However, the 
inconveniency of nodes' battery replacement or 
recharging transforms energy conserving into one of the 
major challenges in ad hoc network design. 
In this paper, we find closed form solutions for power 
equilibrium and the optimal load allocation over 
processors interconnected in either a daisy chain or a 2-
level d-dimensional tree networks. The processors are all 
assumed to have the same packet transmission, reception 
and processing energy consumption. This makes it 
possible to find a closed form solution for the optimal 
load assignment to each processor in order to achieve 
power equilibrium after distribution.  
This paper is organized as follows. In the second 
section, a daisy chain of processors is examined while in 
the third section we examine a 2-level d-dimensional 
tree network.  
 
 
2 Daisy Chain Network 
Consider a daisy chain of n processors. In a chain we 
have three types of nodes: root, intermediate and 
terminal nodes. The first node in the chain originates the 
load and becomes the root of the chain. The root 
processes a fraction of load itself while transferring the 
rest to the next node in the chain. If the next node is an 
intermediate node, it keeps a fraction of what it receives 
and transmits the remaining to the next node in the chain 
and so on till reaching the last node. The terminal node, 
which is the last node in the chain, does only receiving 
and processing.  
It is assumed that the root node and each intermediate 
node will have a complete knowledge of the shortest 
multi-hop routes to its own children and the energy 
budget of each node in the distributed system.  
Let us state the following notations which will be used 
thereafter: 
 ib    : The battery charge of node i (in joule). 

iE    : The total energy consumed by node i. 

iL    : The remaining energy in node i. 

iα   : The fraction of load that is assigned to node i by 
the root node.  

Et  : The energy required by the root or any parent node 
to transmit the entire load to any node (in joule per 
load). 

Er  : The energy required by any node to receive the 
entire load (in joule per load). 

Ep  : The energy required by any node to process the 
entire load (in joule per load). 

We assume a normalized load. Therefore, the fractions 
of the total measurement load should sum to one: 

1..........4321 =+++++ nααααα                            (1) 
 
The individual node energy consumption depends on the 
type of the node. Let us start with the 1st node and the 

nth node which are the root node and the terminal node 
respectively. The 1st node consumes energy while 
processing its load fraction and transferring the rest of 
the load to the next node in the chain. The total energy 
consumed by the root node can be given by the 
following equation:                                               

( )EtEpE 111 1 αα −+=                                               (2)  
 
The nth node consumes energy while receiving and 
processing its load fraction. The energy consumed by the 
terminal node is given by: 

( )ErEpE nn += α                                                       (3) 
 
On the other hand, an intermediate node processes a 
fraction of what it receives, and transmits the remaining 
to the next node; the energy consumed by the 
intermediate nodes 2, 3, …, n-1 is given by: 

( ) ( ) tr EEEpE 21122 11 αααα −−+−+=                (4) 
( ) ( ) tr EEEpE 3212133 11 αααααα −−−+−−+=  
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In general, the energy consumed by intermediate node j  
is given by the following equation: 
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The remaining energy in the root node battery after 
processing its load fraction and transferring the rest of 
the load to the next processor is given by the following 
equation: 

( )EtEpbL 1111 1 αα −−−=                                        (8) 
 
And the remaining energy in the terminal node battery 
after processing and receiving its underlying fraction is 
given by: 

( )ErEpbL nnn +−= α                                             (9) 
 
For the intermediate processor j , the remaining energy 
after receiving, processing and transmitting is given by 
the following equation: 
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The objective in analyzing the above equations is to 
calculate the optimal load fractions to equalize the 
remaining batteries in all the processors after finishing 
the entire load:  

nLLLL ==== ........321                                 (11)       
 
Let us consider as an example a chain of four 
processors, n=4. The equations that govern the relation 
among various system parameters are: 

( )EtEpbL 1111 1 αα −−−=                                      (12) 

( ) ( ) tr EEEpbL 211222 11 αααα −−−−−−=        (13)  
( ) ( ) tr EEEpbL 32121333 11 αααααα −−−−−−−−=

                                                                                    (14) 
 

( )ErEpbL +−= 444 α                                             (15) 

Solving recursively equations (1) and (12) to (15) based 
on equation (11), in our example: 

4321 LLLL ===                                                  
 
The system equations can be found by equating 
equations (12) and (13) 

( )( ) ( ) ( )EpEtErEpErbb −++=−− 2121 αα     
 
By equating equations (13) and (14) 

( ) ( )EpEtErEpbb −++=− 3232 αα                      
 
And by equating equations (14) and (15) 

( ) ( )EpEtErEpbb −++=− 4343 αα                      
 
In order to simplify the derivation define: 

ErEpM +=                                                              
EpEtN −=                                                             
ErEtK +=                                                              

 
One can rewrite the system equations as follows: 

( )( ) NMErbb 2121 αα +=−−                              (16) 
NMbb 3232 αα +=−                                              (17) 

                                    (18)                                                                          
 
Now, we have four equations (1), (16), (17), (18) with 
four variables 1α , 2α , 3α , 4α . Using (16) to find 1α  in 
terms of 2α : 
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Similarly 2α  and 3α  are found in terms of 3α , 4α  
respectively: 
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From equations (20) and (21) one can find 2α  in terms 
of 4α : 
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Similarly from equations (22) and (19) one can find 1α  
in terms of 4α : 
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Using equation (1) one can find 4α  in terms of system 
parameters as follows: 
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It follows from equations (21), (22), (23) and (24) that 

1α , 2α , 3α , 4α  can be found in terms of various 
system parameters. In general, for a daisy chain of n 
processors, the root node load fraction in terms of the nth 
node load fraction is given by: 
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The ith intermediate node load fraction in terms of the 
nth node load fraction is given by: 
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And the terminal node (the nth node) load fraction in 
terms of system parameters is given by the following 
equation: 
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3 Tree Network 
Consider the 2-level 3-dimesional tree network of 
processors depicted in Fig.1. In the tree we have three 
types of nodes: root, intermediate and terminal nodes. 
The node that originates the load becomes the root of the 
tree. Each tree has only one root. An intermediate node 
can be viewed as a child of the root node. Also it is a 
parent of the terminal nodes. The terminal nodes can 
only be children nodes. It will be assumed that the root 
node and each intermediate node will have a complete 
knowledge of the shortest multi-hop routes to its own 
children and the energy budget of each node in the 
distributed system.  
The individual processor energy consumption depends 
on the type of the node. The root node consumes energy 
while processing its load fraction and transferring the 
rest of the load to the intermediate processors in the first 
level.  The total energy consumed by the root node 
(node 1 in Fig.1) can be given by the following 
equation:   

( )EtEpE 111 1 αα −+=                                             (28) 

 
Each intermediate node (nodes 2, 6, 10 in Fig.1) in the 
first level of the tree, consumes energy while receiving 
its own fraction and its children fractions of load, 
processing its fraction and transferring the rest to its 
terminal nodes for processing. In general the energy 
consumed by the ith node in the first level of a 2-level d-
dimensional tree can be given by the following equation: 
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Each terminal node (nodes 3, 4, 5, 7, 8, 9, 11, 12, 13 in 
Fig.1) in the second level of the tree, consumes energy 
while receiving and processing its own load fraction. In 
general the energy consumed by the ith node in the 
second level of a 2-level d-dimensional tree can be given 
by the following equation: 

( )EpErE ii += α                                                      (30) 
 
The remaining energy in the root node battery after 
processing its load fraction and transferring the rest of 
the load to the next processor is: 

( )EtEpbL 1111 1 αα −−−=                                      (31) 
 
In general, the remaining energy in the ith intermediate 
node battery in the first level of a 2-level d-dimensional 
tree can be given by the following equation: 
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And the remaining energy in the ith terminal node 
battery in the second level of a 2-level d-dimensional

 tree can be given by: 
( )ErEpbL iii +−= α                                            (33) 

 
One can rewrite the system equations (32) and (33) in 
terms of M, N and K as follows: 
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The objective in analyzing the system equations (31), 
(34) and (35) is to calculate the optimal load fractions to 
equate the remaining batteries in all processor after 
finishing the entire load based on equation (11).  
In general, in a 2-level d-dimensional tree of n nodes, the 
root load fraction in terms of the nth node load fraction 
will be: 
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And for each intermediate node in the first level of the 2-
level d-dimensional tree, its load fraction in terms of the 
nth node load fraction is given by the following 
equation: 
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10,6,2=i
where  

 
Each child node in the second level of the tree, its load 
fraction in terms of the nth node load fraction will be:  
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Finally the nth node load fraction in terms of system 
parameters is given by the following equation: 
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4 Conclusion and Future Work  
Energy is crucial in ad hoc networks; each node has 
finite battery capacity and operates solely on its frugal 
energy budget. This limitation in the nodes' battery 
capacity implies that the time during which each node 
functions properly is limited, which places a major 
constraint on the functional lifetime of the entire 
network.  
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When the ad hoc network is used as a distributed 
computing environment, it becomes very essential to 
distribute the load such that the functional lifetime of the 
network is maximized, and the energy consumption at 
each node is regulated. 
In this paper, we have obtained closed form solutions for 
power equilibrium and the optimal load allocation over 
processors interconnected in either a daisy chain or a 
two-level d-dimensional tree networks. The work 
presented is unique in that it considers the equilibrium of 
energy in all nodes as the fundamental element in 
distributing the load rather than the finish time. 
This is very important to consider in ad hoc networks 
because losing a node power is like a node becomes 
faulty in wired system. Which in turn causes a 
communication cut off and if that node participates in 
executing parallel job then part of the job may not be 
completed. In general, keeping most of the nodes alive 
for most of the time will improve the network stability 
considerably, which improves the overall system 
performance. 
Finally, we consider multi-level multi-dimensional tree 
network of processors in the context of load sharing as a 
future extension of this work. 
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Fig. 1: 2-level 3-dimensional tree network 
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