Splitting Algorithm for Solving an Integral Differential Equation
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Abstract. The initial-boundary value problem for a non-stationary transport equation is considered. This is rewritten as a Cauchy problem: \( \frac{d\varphi}{dt} + A\varphi = F, \varphi\big|_{t=0} = \varphi_0 \). The unknown \( \varphi \) represents a suitable subset of a Hilbert space, whose elements are pairs of real-valued functions depending on three variables: a space variable \( z \in [0, H] \), an angle variable \( \nu \) with \( \mu = \cos \nu \in [0, 1] \) and a time variable \( t \in [0, T] \). A difference scheme is given in order to approximate the space derivatives appearing in \( A \). Then, the operator \( A \) is decomposed as \( A = A_1 + A_2 \) and another difference scheme is given to approximate the time derivatives. Finally, the numerical integration with respect to \( \mu \) is carried out. One obtains an algorithm, which approximates the exact solution with an accuracy of second order in time step \( \tau \) and in space step \( h \). Several numerical examples are included.
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1 Introduction

The main problem in the nuclear physics is to find the neutron distribution in the reactor, hence its density, \( \varphi \). This is a scalar function, which is studied in a plan-parallel geometry and depends on the next variables: the position of the neutron on the \( Oz \) – axis, the neutron speed, which makes an angle \( \nu \) with \( Oz \) and the time, \( t \). The density is the solution of an integral differential equation, named the non-stationary neutron transport equation.

Many authors paid attention to this problem, [2],[5],[6],[10],[14], but their papers are theoretical studies. In this paper we present an algorithm inspired by a splitting-up method, [5], applied to a non-stationary transport equation. In the general case, this method is hard to use, but for any symmetry of the source function, it leads to an algorithm flexible. We prove that the operators of the problem are positive. Also, we determine an aprioristic estimation of the solution.

The study of the approximation of the solution with respect to time step, \( \tau \), shows that it is of the \( \tau^2 \) order. The numerical examples prove that the errors, which correspond of the approximate solutions, are minimum.

2 Problem formulation

Let us consider a transport equation in a plan – parallel geometry:

\[
\frac{1}{\nu} \frac{\partial \varphi}{\partial t} + \mu \frac{\partial \varphi}{\partial z} + \sigma \cdot \varphi = \frac{\sigma_s}{2} \int \varphi d\mu + f(z, \mu, t) \tag{1}
\]

with the following boundary conditions:

\[
\varphi = 0 \text{ if } z = 0, \mu > 0
\]
\[
\varphi = 0 \text{ if } z = H, \mu < 0
\] (2)

and the initial condition:
\[ \varphi = \varphi^0 \text{ if } t = 0. \]  

The unknown \( \varphi \) of the problem (1) – (3) is the density of the particles. These move with the speed \( v_c \), which makes an angle \( \nu \) with the real axis \( Oz \) at moment \( t \) and \( \mu = \cos \nu \). The right-hand side of (1), \( f \), is the radioactive source, the functions \( \sigma, \sigma_s \) are continuous in the interval \([0, H]\) and satisfy the conditions:

\[ 0 < \sigma_0 \leq \sigma \leq \sigma_1 < \infty; \quad 0 \leq \sigma_s \leq \sigma_s' < \infty; \quad 0 < \sigma_{c0} \leq \sigma_c = \sigma - \sigma_s. \]  

(4)

Further on, we consider for simplicity, \( v_c = 1 \). Using the notations:

\[ \varphi^+ = \varphi(z, \mu, t); \quad \varphi^- = \varphi(z, -\mu, t) \]  

(5)

where \( \mu > 0 \), the equation (1) can be rewritten in the form:

\[ \frac{\partial \varphi^+}{\partial t} + \mu \frac{\partial \varphi^+}{\partial z} + \sigma \cdot \varphi^+ = \frac{\sigma}{2} \left( (\varphi^+ + \varphi^-) d\mu + f^+ \right) \]

\[ \frac{\partial \varphi^-}{\partial t} - \mu \frac{\partial \varphi^-}{\partial z} + \sigma \cdot \varphi^- = \frac{\sigma}{2} \left( (\varphi^+ + \varphi^-) d\mu + f^- \right) \]  

(6)

Substituting: \( \mu' = -\mu > 0 \), we get:

\[ \int_0^{\mu} \varphi(z, \mu, t) d\mu = \int_0^{-\mu} \varphi(z, -\mu', t) d\mu' = \int_0^{\mu'} \varphi(z, -\mu', t) d\mu' = \int_0^\mu \varphi^- d\mu \]

The boundary value problem becomes:

\[ \varphi^+(0, \mu, t) = 0; \quad \varphi^-(H, \mu, t) = 0, \]

\[ \forall \mu \in [0,1], \forall t \in [0, T] \]  

(7)

Adding and subtracting the equations (6) and introducing the notations:

\[ u = \frac{1}{2} (\varphi^+ + \varphi^-) \quad g = \frac{1}{2} (f^+ + f^-) \]

\[ v = \frac{1}{2} (\varphi^+ - \varphi^-) \quad r = \frac{1}{2} (f^+ + f^-) \]  

(8)

we obtain the following system:

\[ \frac{\partial u}{\partial t} + \mu \frac{\partial v}{\partial z} + \sigma \cdot u = \sigma_s \frac{1}{2} u d\mu' + g \]

\[ \frac{\partial v}{\partial t} - \mu \frac{\partial u}{\partial z} + \sigma \cdot v = r. \]  

(9)

The boundary - initial conditions are:

\[ u + v = 0 \text{ for } z = 0 \]

\[ u - v = 0 \text{ for } z = H \]

and respectively:

\[ u = u^0, \quad v = v^0 \text{ for } t = 0. \]  

(10)

(11)

Now we rewrite the problem (9)- (11) in a operator form. For this purpose, we introduce the vector functions having two scalar components:

\[ w = \begin{pmatrix} u \\ v \end{pmatrix}, \quad w^0 = \begin{pmatrix} u^0 \\ v^0 \end{pmatrix}, \quad F = \begin{pmatrix} g \\ r \end{pmatrix}. \]  

(12)

and the operator

\[ A = \begin{pmatrix} \sigma - \sigma_s & \frac{1}{2} d\mu' \\ \mu & 0 \end{pmatrix}, \quad B = \frac{\partial}{\partial z} \begin{pmatrix} \sigma \end{pmatrix} \]  

(13)

Let us define in the measurable set \( D = [0, H] \times [0,1], \) a Hilbert space \( L_2(D) \) with the scalar product for every fixed \( t \):

\[ \langle \alpha(t), \beta(t) \rangle = \int_0^H \int_0^1 d\mu \int_0^1 \alpha^i(z, \mu, t) \beta^j(z, \mu, t) dz \]  

(14)

Let \( \alpha^i, \beta^j \) are the components of the vectors functions \( \alpha, \beta \). Then, we shall isolate in \( L_2(D) \) a set \( \Phi \) in the following manner:

\[ \Phi = \{ w | w \in L_2(D), (Aw, w) < \infty \} \]

Finally, we consider \( \Phi_0 \subset \Phi \), the subset of functions \( w \) with the next properties: are continuous, have \( \partial w/\partial z \) continuous on \( D \) and the components \( u, v \) verify the conditions (10).

Let us define the operator

\[ L = \frac{\partial}{\partial t} + A \]  

with the domain, \( D(L) = \Phi_0 \).

Consequently, the problem (9) – (11) becomes:
Using the Hölder inequality, we obtain
\[ \left( \int |v| \right)^2 \leq \left( \int u^2 \right)^{1/2} \left( \int u \right)^{1/2}, \]
where \( u \) and \( v \) are integrable. Finally, for \( \sigma, \leq \sigma \), we get
\[ (Aw, w) \geq \sigma \int \left( \int u \right)^2 - \left( \int u \right)^2 dz + \int \mu \left( \sigma v^2 + \sigma \frac{\partial}{\partial z} (uv) \right) dz \geq \frac{1}{4} \mu \left( (\varphi^+)^2 - (\varphi^-)^2 \right) \mu \]
\[ \geq \frac{1}{4} \mu \left( (\varphi^+)^2 + \mu \frac{\partial}{\partial z} (uv) \right) \mu > 0 \]
according with (7). If the operator \( L \) is positive, then the equation:
\[ Lw = F \]
has only one solution. Indeed, let \( w_1 \neq w \) be an element such that \( Lw_1 = F \).
Hence, \( L(w - w_1) = 0 \Rightarrow Lw = 0 \Rightarrow (Lw, w) = 0 \). The operator \( L \) is positive, such that \( w \neq 0 \Rightarrow w = w_1 \).

In order to get a solution of the problem (16), we go through three stages.

First, a difference scheme is given in order to approximate the space derivatives which appearing in \( A \). We consider on \( z \) - axis two points systems:
- a principal system, \( \{z_k\}, k \in \{0, 1, \ldots, N\} \) with \( z_0 = 0 \) and \( z_N = H \);
- a secondary system, \( \{z_{k+1/2}\}, k \in \{0, 1, \ldots, N-1\} \), which verifies the inequality: \( z_{k+1/2} < z_k < z_{k-1/2} \).
Integrating the first equation (9) on the intervals:
\[ \int_{z_{k+1/2}}^{z_k} \partial_t u \partial z + \mu \int_{z_k}^{z_{k+1/2}} \partial_z u \partial z + \sigma \int_{z_k}^{z_{k+1/2}} u \partial z = \int_{z_{k+1/2}}^{z_k} \sigma \partial_z u \partial z + \int_{z_{k+1/2}}^{z_k} g \partial z \]
(20)
\[
\begin{align*}
\sigma_k &= \frac{1}{\Delta z_k} \int_{z_k}^{z_{k+1}} \sigma \, dz, \\
\sigma_{k+1/2} &= \frac{1}{\Delta z_{k+1/2}} \int_{z_k}^{z_{k+1}} \sigma \, dz, \\
g_k &= \frac{1}{\Delta z_k} \int_{z_k}^{z_{k+1/2}} g \, dz, \\
r_{k+1/2} &= \frac{1}{\Delta z_{k+1/2}} \int_{z_k}^{z_{k+1}} \sigma \, dz
\end{align*}
\]

Let \( h = \max \{\Delta z_0, \Delta z_N, \Delta z_k, \Delta z_{k+1/2}\} \). Dividing the first equation (20) by \( \Delta z_0 \) and the second by \( \Delta z_{1/2} \) we obtain:

\[
\begin{align*}
\frac{\partial}{\partial t} \left[ \frac{1}{\Delta z_0} \int_{z_0}^{z_{1/2}} u \, dz \right] + \frac{1}{\Delta z_0} \left[ \frac{\partial}{\partial z} \left( \frac{z_{1/2}}{z_0} \right) \right] u + \frac{1}{\Delta z_0} \int_{z_0}^{z_{1/2}} \sigma(z) u(z, \mu, t) \, dz &= 0 \\
\frac{\partial}{\partial t} \left[ \frac{1}{\Delta z_{1/2}} \int_{z_0}^{z_{1/2}} v \, dz \right] + \frac{1}{\Delta z_{1/2}} \left[ \frac{\partial}{\partial z} \left( \frac{z_{1/2}}{z_{1/2}} \right) \right] v + \frac{1}{\Delta z_{1/2}} \int_{z_0}^{z_{1/2}} \sigma \, v \, dz &= 0
\end{align*}
\]

In accordance with the boundary conditions:

\[
\begin{align*}
v_0 &= v|_{z=0} = \frac{1}{2} \left( \varphi^+ - \varphi^- \right) |_{z=0} = -\frac{1}{2} \varphi^- \\
u_0 &= u|_{z=0} = \frac{1}{2} \left( \varphi^+ + \varphi^- \right) |_{z=0} = \frac{1}{2} \varphi^-
\end{align*}
\]

we have: \( v_0 = - u_0 \) and the relation (24) can be rewritten in the form:

\[
\begin{align*}
\frac{\partial}{\partial t} u_0 + \frac{v_{1/2} + u_0}{\Delta z_0} + \sigma_0 u_0 &= \frac{1}{\Delta z_0} \int_{z_0}^{z_{1/2}} u_0 \, d\mu + g_0, \\
g_0 &= \frac{1}{\Delta z_0} \int_{z_0}^{z_{1/2}} g \, dz \\
\frac{\partial}{\partial t} v_{1/2} + \frac{u_{1/2} - u_0}{\Delta z_{1/2}} + \sigma_{1/2} v_{1/2} &= r_{1/2}
\end{align*}
\]

where the functions \( u, v \) are replaced by their values in the points: \( z = 0, z = 1/2, z = 1 \) and by mean values. Similarly, we get

\[
\begin{align*}
\frac{\partial}{\partial t} u_k + \frac{v_{k+1/2} - v_{k-1/2}}{\Delta z_k} + \sigma_k u_k &= \frac{1}{\Delta z_k} \int_{z_k}^{z_{k+1}} u_k \, d\mu + g_k, \\
\frac{\partial}{\partial t} v_{k+1/2} + \frac{u_{k+1} - u_k}{\Delta z_{k+1/2}} + \sigma_{k+1/2} v_{k+1/2} &= r_{k+1/2}, \\
\frac{\partial}{\partial t} v_{N-1/2} + \frac{u_{N-1} - u_{N-1}}{\Delta z_{N-1/2}} + \sigma_{N-1/2} v_{N-1/2} &= r_{N-1/2}
\end{align*}
\]

Let us consider \( M(0, 2N) \), the Hilbert space of the vector functions \( \alpha = (\alpha_0, \alpha_{1/2}, \alpha_1, \ldots, \alpha_N) \) with the scalar product:

\[
(\alpha, \beta) = \sum_{j=0}^{2N} \int_{\Delta z_0}^{\Delta z_2} \alpha_j \beta_{j/2} \, d\mu
\]

and the norm:

\[
\|\alpha\| = \sqrt{(\alpha, \alpha)}, \quad \alpha \in M(0, 2N).
\]

We define the vector functions:

\[
\begin{align*}
\varphi &= (v_0, v_{1/2}, u_1, \ldots, u_N, v_{N-1/2}, u_N) \\
\integrand &= (g_0, r_{1/2}, g_1, \ldots, g_{N-1}, r_{N-1/2}, g_N) \\
\varphi^0 &= (u_0^0, v_{0, 1/2}, u_1^0, \ldots, u_N^0, v_{N-1/2}^0, u_N^0)
\end{align*}
\]

and the operator: \( A = L - S \), where

\[
L = \begin{bmatrix}
\frac{\mu}{\Delta z_0} + \sigma_0 & \mu & 0 & 0 & \Lambda & 0 & 0 \\
-\frac{\mu}{\Delta z_{1/2}} & \sigma_{1/2} & \mu & 0 & \Lambda & 0 & 0 \\
\Lambda & \Lambda & \Lambda & \Lambda & \Lambda & \Lambda & \Lambda \\
0 & 0 & 0 & 0 & \sigma_{N-1/2} & \mu & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{\mu}{\Delta z_{N-1/2}} & \sigma_N 
\end{bmatrix}
\]
Then, the system (27) – (29) has the form:

\[
\frac{d\varphi}{dt} + A\varphi = f, \quad t \in [0, T]
\]

\[
\varphi(z, \mu, 0) = \varphi^0
\]

where \(\varphi, f, \varphi^0\) were defined by (32). For simplicity of the writing, we use the same notation as (1) – (3).

We shall prove that \(L\) and \(A\) are the positive operators. Indeed, let \(w \in M\) and then

\[
(Lw, w) = \int_0^1 \Delta z_0 \left( \varphi - \frac{w_{1/2} - w_0}{\Delta z_0} + \sigma_0 w_0 \right) w_0 d\mu + \\
\frac{1}{\Delta z_{1/2}} \left( \varphi - \frac{w_{1/2} - w_0}{\Delta z_{1/2}} + \sigma_0 w_0 \right) w_{1/2} d\mu + \\
\sum_{i=1}^{N-1} \int_0^{1/2} \Delta z_i \left( \varphi - \frac{w_{i+1/2} - w_{i-1/2}}{\Delta z_i} + \sigma_i w_i \right) w_i d\mu + \\
\sum_{i=1}^{N-1} \int_0^{1/2} \Delta z_{i+1/2} \left( \varphi - \frac{w_{i+1/2} - w_i}{\Delta z_{i+1/2}} + \sigma_{i+1/2} w_{i+1/2} \right) w_{i+1/2} d\mu + \\
\int_0^{1/2} \Delta z_N \left( \varphi - \frac{w_N - w_{N-1}}{\Delta z_N} + \sigma_N w_N \right) w_N d\mu = \\
\int_0^1 \mu_w w_0^2 + w_N^2 d\mu + \sum_{i=0}^{2N} \int_0^{1/2} \Delta z_i \left( \sigma_i w_i^2 - \sigma_{i+1/2} w_i^{1/2} \right) w_i^{1/2} d\mu > \\
\int_0^1 \mu w_0^2 + w_N^2 d\mu + \sum_{i=0}^{2N} \int_0^{1/2} \Delta z_i \left( \sigma_i w_i^2 - \sigma_{i+1/2} w_i^{1/2} \right) w_i^{1/2} d\mu > \\
\sigma_0 \int_0^1 w^2 d\mu > 0
\]

because continuous functions on \([0, H], \sigma_0\) are bounded on \([0, H]\) and by hypothesis \(\sigma \geq \sigma_0 > 0\). Using above results, we obtain:

\[
(Aw, w) = \int_0^1 \mu w_0^2 + w_N^2 d\mu + \\
\int_0^{2N} \int_0^{1/2} \Delta z_i \left( \sigma_i w_i^2 - \sigma_{i+1/2} w_i^{1/2} \right) w_i^{1/2} d\mu > \\
\sigma_0 \int_0^1 w^2 d\mu > 0
\]

Now, we find an aprioristic estimation of the solution of the problem (35), using the Cauchy-Schwarz inequality and the property that \(A\) is positive. Multiplying scalar (35) by \(\varphi\) and integrating with respect to \(t\), we get

\[
\frac{1}{2} \int_0^1 \|\varphi\|^2 dt + \int_0^1 (A\varphi, \varphi) dt' \leq \frac{1}{2} \int_0^1 \|\varphi\|^2 dt' + \frac{1}{2} \int_0^1 \|\varphi^0\|^2 dt' \leq \\
\int_0^1 \|\varphi\|^2 dt' + \frac{1}{2} \int_0^1 \|\varphi^0\|^2 dt' \leq \\
C \left( \int_0^1 \|\varphi\|^2 dt' \right)^{1/2} \left( \int_0^1 (A\varphi, \varphi) dt' \right)^{1/2} + \frac{1}{2} \int_0^1 \|\varphi^0\|^2 dt' \leq \\
\int_0^1 \|\varphi\|^2 dt' + \frac{1}{2} \int_0^1 \|\varphi^0\|^2 dt' + \\
+ \frac{1}{2} \int_0^1 \|\varphi^0\|^2 dt'.
\]

Using the following inequality

\[
|ab| \leq \frac{1}{4\varepsilon} a^2 + \varepsilon b^2, \quad \varepsilon > 0
\]

we find the estimation of the solution \(\varphi\) of the form:

\[
\|\varphi\|^2 + \int_0^1 (A\varphi, \varphi) dt' \leq K \left( \int_0^1 \|\varphi\|^2 dt' + \|\varphi^0\|^2 \right)
\]

where the constant \(K\) does not depend on \(t\) and \(\varphi\).

In the second stage a difference scheme is given to approximate the time derivatives. This is used together with the bicycle splitting-up method,[5], which writes the operator \(A\) as a sum:

\[
A(t) = A_1(t) + A_2(t), \quad A_1(t) \geq 0, A_2(t) \geq 0 \quad (36)
\]

Let us divide the close interval \([0, T]\) into \(n\) subintervals by choosing points: \(t_0 = 0, t_1, \ldots, t_n = T\).

Next, we take an arbitrary subinterval: \([t_{j-1}, t_j] = \{ t_{j-1}, t_j \} \cup \{ t_j, t_{j+1} \} \cup \{ t_{j+1}, t_{j+2} \} \cup \{ t_{j+2}, t_{j+3} \}, \) which has the length equal to \(5\tau\), where \(\tau\) is the time step. Approximating the operators \(A_1, A_2\) on this the subinterval by: \(A'_k = A(t_j), k = 1, 2,\) we shall obtain from (35) a difference system using the Krank-Nicholson scheme,[5]:

\[
A_1(t) = A_1(t_j), \quad A_2(t) \geq 0, A_2(t) \geq 0
\]
\[
\frac{\varphi^{-2/3} - \varphi^{-1}}{\tau} + \Lambda_1 \frac{\varphi^{-1} + \varphi^{-2/3}}{2} = 0 \\
\frac{\varphi^{-1/3} - \varphi^{-2/3}}{\tau} + \Lambda_2 \frac{\varphi^{-2/3} + \varphi^{-1/3}}{2} = 0 \\
\frac{\varphi^{-1/3}}{2\tau} = f^j 
\] (37)

where \( f^j \) is the vector with the components:

\[
1 - \int_{t_{j+1}}^{t_{j+1}} f^j dt, \quad t_j = j\tau 
\]

In other form we obtain:

\[
\varphi^{-2/3} = \left( E + \frac{\tau}{2} \Lambda_1 \right)^{-1} \left( E - \frac{\tau}{2} \Lambda_1 \right) = T_1^j \varphi^{-1} \\
\varphi^{-1/3} = T_2^j \varphi^{-2/3} \\
\varphi^{-1/3} = \varphi^{-1/3} + 2\tau f^j \\
\varphi^{+1/3} = T_2^j \varphi^{+1/3} \\
\varphi^{+1} = T_1^j \varphi^{+2/3} 
\] (38)

where \( E \) is unit matrix and:

\[
T_k^j = \left( E + \frac{\tau k}{2} \Lambda_k \right)^{-1} \left( E - \frac{\tau k}{2} \Lambda_k \right) 
\] (39)

Finally, we have the recurrence formula

\[
\varphi^{+1} = T_1^j T_2^j T_1^j \varphi^{-1} + 2\tau T_1^j T_2^j f^j = \\
= T^j \varphi^{-1} + 2\tau T_2^j f^j 
\] (40)

where \( T^j = T_1^j T_2^j T_1^j T_2^j \).

Approximation

For the estimation of approximation order, we shall expand with respect to the power of small \( \tau \), the expression

\[
T^j_k = \left( E + \frac{\tau}{2} \Lambda_k \right)^{-1} \left( E - \frac{\tau}{2} \Lambda_k \right) = \\
= E - \tau \Lambda_k + \frac{\tau^2}{2} (\Lambda_k)^2 ... 
\] (41)

when \( \frac{\tau}{2} \left\| \Lambda_k \right\| < 1, k = 1,2. \) Then

\[
T_1^j T_2^j = E - \tau \Lambda^j + \\
+ \frac{\tau^2}{2} \left( (\Lambda^j)^2 + (\Lambda_1^j \Lambda_2^j - \Lambda_2^j \Lambda_1^j) \right) + o(\tau^3) 
\]

where \( \Lambda^j = (\Lambda_1^j + \Lambda_2^j) / 2. \)

If \( \Lambda_1^j \Lambda_2^j = \Lambda_2^j \Lambda_1^j \), we get

\[
T_1^j T_2^j = E - \tau \Lambda^j + \frac{\tau^2}{2} (\Lambda^j)^2 + o(\tau^3) 
\] (42)

When the operators are non-commutative, the approximation with the splitting-up algorithm is of the first order with respect to \( \tau \).

Let us now consider

\[
T^j = \prod_{k=1}^{2} T_k^j \prod_{k=2}^{1} T_k^j = T_1^j T_2^j T_1^j T_2^j = \\
= E - 2\tau \Lambda^j + \frac{(2\tau)^2}{2} (\Lambda^j)^2 + o(\tau^3) 
\] (43)

Hence, the following estimation is valid in the interval \([t_{j-1}, t_{j+1}]\):

\[
\varphi^{+1} = \left[ E - 2\tau \Lambda^j + \frac{(2\tau)^2}{2} (\Lambda^j)^2 \right] \varphi^{-1} + \\
+ 2\tau (E - \tau \Lambda^j) f^j + o(\tau^3) 
\] (44)

and

\[
\frac{\varphi^{+1} - \varphi^{-1}}{2\tau} + \Lambda^j (E - \tau \Lambda^j) \varphi^{-1} = (E - \tau \Lambda^j) f^j + O_1(\tau^3) 
\]

Using the Taylor series expansion of the solution \( \varphi \) in the neighborhood of the point \( t_{j-1} \) and substituting \( t_j \) for \( t \), we can write:

\[
\varphi^j = \varphi(z, \mu, t_j) = \varphi^{j-1} + \left( \frac{\partial \varphi}{\partial t} \right)^{j-1} \tau + o(\tau^2) 
\] (45)
Then, we eliminate \( \left( \frac{\partial \varphi}{\partial t} \right)^{j-1} \), writing the transport equation (35) in the point \( t_{j-1} \) in the form:

\[
\left( \frac{\partial \varphi}{\partial t} \right)^{j-1} = -\mathcal{A}' \varphi^{j-1} + f^j + o_2(\tau)
\]

and (45) becomes:

\[
\varphi^j = \varphi^{j-1}(E - \tau \mathcal{A}') + \tau f^j + o(\tau^2) .
\]

This relation is an approximation with the accuracy of second order in time step \( \tau \) of the initial equation (35) on the interval \([t_{j-1}, t_j]\).

Finally, we get

\[
\frac{\varphi^{j+1} - \varphi^j}{2\tau} + \mathcal{A}' \varphi^j = f^j + o(\tau^2) \tag{46}
\]

To find the solution of the system (37), we consider the first equation, the second and the fourth equations for a fixed \( \mu \) and the operators (33) and (34). We get

\[
\begin{bmatrix}
1 + \frac{\tau \mu}{2 \Delta z_0} & \frac{\tau \mu}{2 \Delta z_0} & 0 & \cdots & 0 & 0 & 0 \\
-\frac{\tau \mu}{2 \Delta z_{1/2}} & 1 & \frac{\tau \mu}{2 \Delta z_{1/2}} & \cdots & 0 & 0 & 0 \\
0 & -\frac{\tau \mu}{2 \Delta z_1} & 1 & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -\frac{\tau \mu}{2 \Delta z_{N-1/2}} & 1 & \frac{\tau \mu}{2 \Delta z_{N-1/2}} \\
0 & 0 & 0 & \cdots & 0 & -\frac{\tau \mu}{2 \Delta z_N} & 1 + \frac{\tau \mu}{2 \Delta z_N}
\end{bmatrix}
\begin{bmatrix}
u_{0}^{j-1} \\
v_{1/2}^{j-1} \\
u_{1}^{j-1} \\
M_{0}^{j-1} \\
v_{N/2}^{j-1} \\
u_{N}^{j-1}
\end{bmatrix} =
\begin{bmatrix}
u_{0}^{j} \\
v_{1/2}^{j} \\
u_{1}^{j} \\
M_{0}^{j} \\
v_{N/2}^{j} \\
u_{N}^{j}
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 + \frac{\tau}{2} \left( \sigma_0 - \sigma_0 \int_0^1 d\mu \right) & 0 & 0 & \Lambda & 0 \\
0 & 1 + \frac{\tau}{2} \sigma_{1/2} & 0 & \Lambda & 0 \\
0 & 0 & 1 + \frac{\tau}{2} \left( \sigma_1 - \sigma_0 \int_0^1 d\mu \right) & \Lambda & 0 \\
\Lambda & \Lambda & \Lambda & \Lambda & \Lambda \\
0 & 0 & 0 & \Lambda & 1 + \frac{\tau}{2} \left( \sigma_N - \sigma_0 \int_0^1 d\mu \right)
\end{bmatrix}
\begin{bmatrix}
u_{0}^{j-1} \\
v_{1/2}^{j-1} \\
u_{1}^{j-1} \\
M_{0}^{j-1} \\
v_{N/2}^{j-1} \\
u_{N}^{j-1}
\end{bmatrix} =
\begin{bmatrix}
u_{0}^{j} \\
v_{1/2}^{j} \\
u_{1}^{j} \\
M_{0}^{j} \\
v_{N/2}^{j} \\
u_{N}^{j}
\end{bmatrix}
\]
We obtain the following relations for the numerical solution:

\[
\phi^{j-1/3} = \left( E + \frac{\tau}{2} A'_1 \right)^{-1} \left( E - \frac{\tau}{2} A'_2 \right) \phi^{j-2/3}
\]

\[
\phi^{j-1/3} = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
\frac{1}{1+\sigma_{e0}\tau/2} & 0 & \cdots & 0 \\
0 & \frac{1}{1+\sigma_{1/2}\tau/2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{1}{1+\sigma_{eN}\tau/2}
\end{bmatrix},
\]

\[
\left( 1 - \frac{\sigma_{n} \tau}{2} \right) u_{0}^{j-2/3} + \frac{\sigma_{n} \tau}{2} u_{0}^{j-2/3} d\mu \quad 0 \quad \cdots \quad 0 \\
0 \quad 0 \quad \left( 1 - \frac{\tau \sigma_{1/2}}{2} \right) v_{1/2}^{j-2/3} \quad \cdots \quad 0 \\
\cdots \quad \cdots \quad \cdots \quad \cdots \\
0 \quad 0 \quad \cdots \quad \left( 1 - \frac{\sigma_{N} \tau}{2} \right) u_{N}^{j-2/3} + \frac{\sigma_{N} \tau}{2} u_{N}^{j-2/3} d\mu
\]

Elements of the product are:

\[
\phi_i^{j-1/3} = \frac{1}{1 + \frac{\tau \sigma_{e}}{2}} \left[ \left( 1 - \frac{\tau \sigma_{e}}{2} \right) \phi_i^{j-2/3} + \frac{\tau \sigma_{e}}{2} \phi_i^{j-2/3} d\mu \right], \quad i = 0, 1, \ldots, N
\]

\[
\phi_i^{j-1/2} = \frac{1 - \sigma_{i-1/2} \tau / 2}{1 + \sigma_{i-1/2} \tau / 2} \phi_i^{j-2/3}, \quad i = 1, 2, \ldots, N
\]

Analogously, we have
\[
\phi_i^{j+2/3} = \frac{1}{1 + \frac{\tau\sigma_i}{2}} \cdot \left[ \frac{1 - \frac{\tau\sigma_i}{2}}{2} \phi_i^{j+1/3} + \frac{\tau\sigma_i}{2} \phi_i^{j+1/3} d\mu \right], \quad (49)
\]

At the third stage, we consider the points:
\[\mu_0 = 0, \mu_1, \ldots, \mu_m = 1,\] in the interval \([0, 1]\) and compute the integrals with respect to \(\mu\), using a numerical integration (trapezoidal approximation):
\[
\int_0^1 \psi(\mu)d\mu \approx \sum_{i=1}^m S_i \psi_i, \quad \psi_i = \psi(\mu_i)
\]
(51)

Then, the system (37) can be written in the form:
\[
(E + \frac{\tau}{2} A_{i,j}) \phi_i^{j+2/3} = (E - \frac{\tau}{2} A_{i,j}) \phi_i^{j-1}
\]
\[
(E + \frac{\tau}{2} A_{i,j}) \phi_i^{j+1/3} = \phi_i^{j-1/3} + 2\tau f_i^j
\]
(52)
\[
(E + \frac{\tau}{2} A_{i,j}) \phi_i^{j+1/3} = (E - \frac{\tau}{2} A_{i,j}) \phi_i^{j+1/3}
\]
\[
(E + \frac{\tau}{2} A_{i,j}) \phi_i^{j+1} = (E - \frac{\tau}{2} A_{i,j}) \phi_i^{j+2/3}
\]

In this choice of the steps, which correspond to the variables \(z, t\), we use the condition:
\[
\tau \leq \min_i (\Delta z_i/2)
\]
(53)

### 3 Numerical example

We wish to find the solution of the problem (35):
\[
\frac{d\varphi(z, \mu, t)}{dt} + A \varphi(z, \mu, t) = f(z, \mu, t),
\]
\((z, \mu, 0) \in [0,4] \times [0,1] \times [0,2].\)

\[
\varphi(z, \mu, 0) = \varphi^0(z, \mu)
\]

Let us consider the partition of \([0,4]\) into four subintervals of equal length by points:
\[z_0 < z_{1/2} < z_1 < z_{3/2} < z_2 = 4\]
with:
\[\Delta z_0 = z_{1/2} - z_0 = 1; \quad \Delta z_{1/2} = z_1 - z_0 = 2; \quad \Delta z_1 = z_{3/2} - z_{1/2} = 2; \quad \Delta z_{3/2} = z_2 - z_1 = 2; \quad \Delta z_2 = z_2 - z_{3/2} = 1.\]

The partition of the interval \([0, 1]\) is:
\[\mu_0 = 0 < \mu_1 = 1/2 < \mu_2 = 1.\]

For the variable \(t\), we consider the regular partition of the interval \([0,2]\) by the points:
\[t_0 = 0 < t_{1/3} < t_{2/3} < t_1 < t_{4/3} < t_5/3 < t_2 = 2.\]

The initial value problem is defined by:
\[
\varphi^0 = \left( v_0^0, v_1^0, u_1^0, v_3^0, u_2^0 \right) = (1, 1, 1, 1, 1)
\]

The functions \(\sigma(z), \sigma(z)\), and \(f\), which here depends only of \(\mu\) are defined with the help of the fig.1 and fig.2. The values of \(\varphi_i, i \in \{0, 1/2, 1, 3/2, 2\}\) with respect to \(\mu\) and \(t\) are presented in table 1.

From the relations (8) and using the mean values for \(u_{1/2}, v_1, u_{3/2}\) we obtain the density, \(\varphi^+\), for \(\mu > 0\) and the density, \(\varphi^-\), for \(\mu < 0\) for each value of \(z_i\) and \(t_j\):
\[
\varphi^+(1/2, \mu, t) = v_{1/2} + \frac{u_0 + 2 \cdot u_1}{3} \\
\varphi^+(1, \mu, t) = u_1 + \frac{v_{1/2} + v_{3/2}}{2} \\
\varphi^+(3/2, \mu, t) = v_{3/2} + \frac{2 \cdot u_1 + u_2}{3} \\
\varphi^+ (2, \mu, t) = 2u_N, \quad \varphi^+(0, \mu, t) = 0
\]

\[
\varphi^-(0, -\mu, t) = 2u_0, \quad \varphi^-(2, -\mu, t) = 0
\]

\[
\varphi^-(1/2, \mu, t) = \frac{u_0 + 2 \cdot u_1}{3} - v_{1/2} \\
\varphi^-(1, \mu, t) = u_1 - \frac{v_{1/2} + v_{3/2}}{2} \\
\varphi^-(3/2, \mu, t) = \frac{2 \cdot u_1 + u_2}{3} - v_{3/2}
\]

![Diagram of \(\sigma = \sigma(z)\)](image)

**Table 1**

<table>
<thead>
<tr>
<th>(\varphi)</th>
<th>(t = 1/3)</th>
<th>(t = 2/3)</th>
<th>(t = 4/3)</th>
<th>(t = 5/3)</th>
<th>(t = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
</tr>
<tr>
<td>(u_0)</td>
<td>1</td>
<td>0.69</td>
<td>0.44</td>
<td>0.92</td>
<td>0.67</td>
</tr>
<tr>
<td>(v_{1/2})</td>
<td>1</td>
<td>0.98</td>
<td>0.95</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>(u_1)</td>
<td>1</td>
<td>0.99</td>
<td>0.99</td>
<td>0.87</td>
<td>0.85</td>
</tr>
<tr>
<td>(v_{3/2})</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>(u_2)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.69</td>
<td>0.69</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>(\varphi^+)</th>
<th>(t = 1/3)</th>
<th>(t = 2/3)</th>
<th>(t = 4/3)</th>
<th>(t = 5/3)</th>
<th>(t = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>2</td>
<td>1.88</td>
<td>1.76</td>
<td>1.52</td>
<td>1.4</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1.99</td>
<td>1.97</td>
<td>1.5</td>
<td>1.44</td>
</tr>
<tr>
<td>3/2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.37</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.38</td>
<td>1.38</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>(\varphi^-)</th>
<th>(t = 1/3)</th>
<th>(t = 2/3)</th>
<th>(t = 4/3)</th>
<th>(t = 5/3)</th>
<th>(t = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
<td>(\mu = 0)</td>
<td>(\mu = 1/2)</td>
<td>(\mu = 1)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1.4</td>
<td>0.87</td>
<td>1.85</td>
<td>1.34</td>
</tr>
<tr>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.4</td>
<td>0.02</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>3/2</td>
<td>0</td>
<td>0.06</td>
<td>0</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
It has been shown above, when $\mu > 0$, the density $\varphi^+$ has a maximum value in $t = 4/3$ and a minimum value in $t = 2/3$. When $\mu < 0$, the density $\varphi^-$ has the same value as $\varphi^+$ in $z = 1$ and $t = 2/3$, but in $t = 1/3$, $\varphi^- \approx 0$. Also, we remark that the density $\varphi^-$ and $\varphi^+$ increase when $\mu$ decrease.

The results of this numerical example prove its practical importance: how depends the density in a point $z$ at the time $t$ for different values of angle $\nu$.

References: