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Abstract: - In this paper an Adaptive Rate Control (ARC) with Erlangian traffics in Resilient Packet Ring (RPR) 
network has been proposed. First, the RPR network will be introduced then the necessity of Erlangian distribution 
for traffic will be discussed. The traffic flow prior to the entrance of RPR network will be controlled by the 
window size adjustment in the ARC algorithm. The algorithm per se introduces the basic regulation of appropriate 
window upsize or downsize. Input traffic rate, packets drop, preset size of the window and RTT are taken into 
account by the ARC algorithm. Simulations are employed to investigate how input Erlangian traffic rate or other 
parameters mentioned above affect the performance. Results before and after applying ARC are compared. In 
addition simulations show how the performance can be improved by the ARC algorithm. By varying Erlang 
means, the results indicate the improvement.  
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1. Introduction 
      A simulation will provide solutions to any 
sophisticate models if and only if all input 
parameters and modeling technique are precise.  This 
will give rise to robust qualitative behavior of the 
analytical model representing those complex 
systems. In other words, simulation can create exact 
solutions but, however, takes more time and requires 
prudence.   The paper is organized  as  follows.    We  
begin by giving an overview of the practical arrival 
process, which is the Erlangian traffics in Resilient 
Packet Ring (RPR) network in section II. The 
Adaptive Rate Control (ARC) algorithm will be 
presented in section III. Simulation will be briefly 
discussed in section IV. Section V will demonstrate 
results and analysis and finally conclusion and future 
works will be summarized in section VI. 
2. The Erlangian Traffics in RPR 

network 
The concept of high speed dual ring networks 

has been introduced since the 1990s. Some of the 
proposed dual ring networks include Metaring [9],  
CRMA-II [7], ATMR [5], and FULL [6].  Practical 
dual ring network products were later developed by 
CISCO using the Spatial Reuse Protocol (SRP) 

technology [1] and by Nortel using the OPTera 
Packet Edge technology[12]. These two products 
were competing for the adoption of their own 
proprietary implementation of dual ring networks. 
However, eventually both companies realized that is 
was mutually more beneficial to users to have only 
one common accepted standard instead and so the 
IEEE 802.17 Working Group [2] was formed to 
develop a common dual ring network standard. It can 
concluded that the mentioned 2 proprietary standards 
(from CISCO and Nortel) much reflect the RPR 
standard. Currently this standard [2] has been 
approved by the IEEE since 2004, also it is expected 
that there will be an amendment in the adoption of 
future specification of RPR networks. Figure 1 
shows the RPR node architecture. Note that the 
Ingress queues represent the entrance of Erlangian 
traffics to the RPR network while the Transit queues 
will keep all packets transiting the RPR node as the 
fluctuation of Ingress traffic has arose. In the paper 
we allow Ingress queue to transmit an Ingress packet 
first although another packet arrives from the Transit 
channel. As the RPR node finishes transmitting the 
Ingress packet, the Transit packet will be stored in 
the Transit queue.  
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Figure 1.  RPR node architecture. 
 
3. Adaptive Rate Control (ARC) 

Algorithm 
In the section ARC will be discussed. The 

algorithm will not consume much time to calculate 
for the adjustment. Although an application for a fast 
routing network is concerned, it is guaranteed that 
ARC would not cause any burden to the IP network 
as such [8]. Key idea of window size adjustment 
(upsize or downsize) is to find a criterion, which is 
well-fit to the expected value of system output. 
Another method called sliding window as part of the 
flow control algorithm can be found in [4]. 
Fundamental input parameters to the system are then 
opted for window size computation. These 
parameters can be number of packet drop, estimated 
RTT (Round Trip Time) delay, window size in the 
previous interval of time and the basic arrival rate of 
input traffic.  
      The idea of this ARC algorithm somehow works 
like an ON/OFF control valve for all arrival traffics. 
In the beginning, traffic arrives in front of ON/OFF 
valve with no competitor (assuming that it is an 
preemptive condition, that is, no initial packet drop 
found or no initial packets found at time t=0) then 
the valve is ON allowing this traffic goes through by 
presetting the flow rate of the valve to be moderate. 
The flow rate of the valve remains unchanged until 
whenever the packet drop hits the unacceptable 
records. This may be caused by a fluctuation of input 
traffic. If the fluctuation of the traffic reaches then all 

dropped packets will be held and kept in a storing 
room until retransmission occurs. The packet drop 
soon will be taken into account for the flow rate re-
calculation by the ARC algorithm. The result may 
simply improve the transmission by adjusting the ON 
valve to higher rate of flow. The action takes step by 
step regarding to the impact of result from the 
calculation. The adjustment takes no longer action if 
it is highest rate possible. That means it is now 
reaching the maximum size of the window flow 
control (max_winsize). Although max_winsize is set, 
somehow the fluctuation of traffic may continue, 
assuming that packet drops now are beyond the 
capacity of the storing room then the counting for 
packet drop (non-conforming frame) starts from this 
point of time onwards. As the fluctuation of input 
traffic may change to fewer, the ON valve will 
release the contention by adjusting to new lower rate 
of the flow. It is apparent the window size (ON/OFF 
control valve) will shrink (downsize) or expand 
(upsize) back and forth several times during the 
functioning of the ARC algorithm. The window size 
is ranging between min_winsize up to max_winsize. 
While min_winsize in our ARC algorthm is set to 
one, max_winsize will reflect the channel capacity 
(bandwidth) of RPR network per se. By well-
adjusting the window size in ARC algorithm, it will 
be able to reduce packet drop compared vis-à-vis  
non-ARC application. That will be directly beneficial 
to the quality of service (QoS). For example, if the 
arrival Erlang traffic rate ( λa ) as an input rate is 
lower than the packet drop rate (λp) then ARC will 
set the window size to be min_size (=1) initially. The 
application of ARC in the system is illustrated in 
figure 2 where the algorithm is shown in figure 3. 
 

                             

 ARC ERLANG 
Traffic  λa  

Packet 
Drop λp Non- conforming  

Figure 2. Flow control with ARC function. 
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4. Simulation /*********** ARC Algorithm ************/ 
  
Simulation model in the experiment can be shown in 
figure 4. From this figure it is clearly seen that the 
input traffic (both from Ingress and Transit channels) 
rate will vary between 622 Mbps and 2.4 Gbps. In 
case of ARC, all traffics will be handled immediately 
by ARC algorithm before releasing them to the RPR 
node. In case of no ARC, traffics will proceed 
straightforward to the RPR node. 

PROCEDURE  
/****** Window Size Calculation ******/ 
 
 Current allocation rate (Ai) ; 
 Current win_size (Wi) ; 
 Bandwidth (BW) ; 
DO WHILE Transmission is Ongoing ; 
 { 

      IF  Packet Drop λp ≥ Ai  THEN  { 

OutputARC RPR
Node

Ingress Traffic 1
Ingress Traffic 2
Ingress Traffic 3

Ingress Traffic N-1
Ingress Traffic N

Transit Traffic

155.55 Mbps
622 Mbps
1.2 Gbps

2.4 Gbps
622 Mbps

 

     Calculate new allocation rate (An) ; 
     Calculate new win_size (Wn) ; 
        Ai <= An ; 
        Wi <= Wn ;   } 
     ELSE { 
        Ai <= ABW  ;    

 Wi <= Wn ;   } 
  }   END_DO  ; 
/*** Calculate new allocation rate (An) ***/     
An <= BW * frame_size/( λp)1/2  ;   Figure 4. Simulation model. 
/*** Calculate current win_ size (Wn) ***/  
IF  Packet Drop exists  THEN    
{ 4.1 Input Traffic 
 Wn <= Wn ++ ;  
 IF Wn  >  Win_max THEN Wn <= Win_max  ; The input traffic can be categorized into data, voice, 

video, image and graphics [3]. This paper will focus 
on three categories, mainly data, voice and video. 
Voice sources are generally burst type in practice 
while data and video sources are either continuous or 
burst type, depending on the compression and coding 
techniques used. We also found that the exponential 
distribution was not always an appropriate candidate 
for representing the practical situation with regard to 
service times and interarrival times. It is obviously 
observed that to allow a more general service 
distribution (such as Erlangian distribution) would 
have destroyed the Markovian property and then It 

} 
ELSE { 
Wn <= Wn − −; 
 IF Wn  ≤  0  THEN Wn = 1  ; } 
 
/*** Calculate available BW (ABW) ***/ 
ABW <= Max_BW – Used_BW; 
 
 /******* END OF ARC Algorithm *******/ 
 

     
    Figure 3. ARC Algorithm. 

 3 

Proceedings of the 5th WSEAS Int. Conf. on Electronics, Hardware, Wireless and Optical Communications, Madrid, Spain, February 15-17, 2006 (pp108-113)



will be much more complicate than the Markovian 
distribution.  However what we can find the solution 
for Erlangian distribution  is to decompose both 
service time distribution and interarrival time 
distribution into a collection of structured 
exponential distributions. 
 
4.2 The Queue En/En/1 Model 
 
Here the system with the Erlangian distribution (n 
stages) arrival process and the Erlangian distribution 
(n stages) service time is considered. The roles of 
interarrival time are different from those of the 
previous publications [10]. The En/En/1 model 
operates as whenever an arrival has just occurred, 
then one immediately introduces a new arrival into 
an n-stage Erlangian facility. When the arrival is 
generated from source he must then pass through n 
exponential stages each with parameter nλ. It is clear 
that the probability density function (pdf) of the time 
spent in the arriving facility will be given by 
equation 1. 
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It is also possible to specify the number of n stages 
remaining in the service facility for each job in 
service, it behooves us to represent each job in the 
queue prior to the service, as possessing n stages of 
service. Then service times will be given by equation 
2. 
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5. Results and Analysis 

 
In this section, we use simulations [11] to study the 
performance of RPR. All simulation results are 
obtained with our publicly available EZSIM 
implementation of RPR. We consider 622 Mbps 
links (OC-12), 200 KB buffer size, 1 kByte packet 

size, and 0.1 msec link propagation delay between 
each pair of RPR nodes [13]. Input Erlangian traffic 
rates are ranging between 622 Mbps and 2.4 Gbps 
(which is apparently over capacity of the optical link 
OC-12) in order to prove the benefit of ARC 
algorithm. Erlangian distribution stage 2 is employed 
throughout the experiments. The comparisons 
between before and after applying ARC algorithm 
are shown as follows. 
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Figure 5. Throughput. 
 
It is apparent that ARC algorithm will help improve 
throughput, which reflects the performance of the 
system as shown in figure 5. Particularly at high rate 
of congestion (1.2 Gbps-2.4 Gbps), ARC will 
outperform compared to non-ARC case. However, 
the ARC will have to pay the price for higher mean 
queue length (MQL) as shown in figure 6. 
Max_MQL for ARC is about 2 packets while non-
ARC can accommodate only 0.5 packets. Although it 
is a matter of four times higher but the quantity of 
two shows insignificant to buffer requirement. Also 
ARC implementer has to be aware of the higher 
utilization factor at RPR node. This is due to higher 
fluctuation of traffics from source managed by ARC. 
However, the increment of utilization factor is only 
about 6 % in order to gain higher throughput. The 
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result graph of utilization factor is shown in figure 7. 
The   interesting   result  is  that  the  ARC  can   help     Drop packets
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 Figure 8. Number of packets drop. 
  
reduce number of packets drop more than half. It is 
clearly seen that ARC will help reduce 50% of the 
packets drop at all input traffic rates as shown in 
figure 8.To ease the problem of packets drop will 
help boost the system performance in return.  

Figure 6. Mean queue length. 
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6.Conclusion and Future Works 
 
ARC will outperform especially in case of 
congestion (as the input arrival rate of the traffic 1.2 
Gbps – 2.4 Gbps is much higher than RPR link 
capacity, 622 Mbps). Simulations confirm that ARC 
will improve the performance compared to non-ARC 
one. It does not have to be either costly or 
complicated but simply adjusts the suitable window 
size regarding to the rate of input traffic and the 
packets drop. On the other hand, ARC also gives 
better performance compared to non-ARC in the case 
of non-congestion (at 155Mbps).  There are many 
variations and the number of features available keeps 
asking about our future works. Predictably we have 
argued against this, so we would conduct some 
experiments on the expansion of maximum window 
size. Different link capacities of RPR nodes and 
ARC extra-ordinary processing time will be further 
investigated. Also we plan to apply ARC scheme to 

 
Figure 7. Utilization. 
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the extent of low-speed wireless communication. To 
experiment the case with wider size of the windows 
we need a lot more modifications than the current 
simulation. In fact we are on that boundary then our 
experiences tell it will be hard pressed to provide a 
decent running platform for our future works. Last 
but not least an approximation approach will also be 
another further step of the research. 
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