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Abstract: - Clusters are high performance computation systems, built up out of standard off-the-self workstations connected with fast, but standard communication devices. This structure allows higher pure processing power and lower hardware costs compared to other supercomputers. One main disadvantage of clusters is the lower communication throughput between the processing elements, as standard methods usually provide weaker performance than the much more expensive special communication devices of supercomputers. Because of this it is very important to take the most advantage of the existing communication potential in cluster environment. This paper presents a method of enhancing the performance of the broadcast group communication primitive by using a new algorithm that takes advantage of message decomposition and asynchronous communication. When used in fully switched cluster environment the new solution provides a constant execution time independent of the number of participants. Test measurements show that the algorithm follows well the predicted behavior, and has superior performance, compared to the widely used binomial tree method used in standard message passing libraries. As broadcasting is a building block of various group communication primitives, improving its performance may have beneficial effect on several routine of message passing libraries.
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1 Introduction

Clusters are high performance computational systems being built up out of standard PCs or workstations that are connected via high performance communication networks. Because of their high computation potential, low hardware costs, simple fault tolerance and good scalability clusters play an increasingly important role on the high performance computer market. As their standard communication devices usually provide a lower throughput than the expensive special designs used in supercomputer environments, in clusters the performance of the internode communication is a primary issue. This bottleneck often limits the performance of this architecture and hinders the efficient implementation of communication intensive algorithms.

These facts stimulated significant research effort on the hardware and software aspects of cluster communication. Thanks to hardware improvements, cluster systems can take benefit of new communication standards (Gigabit Ethernet, Myrinet, SCI, Quadrics, InfiniBand), providing high performance (more Gbps) and low latency (< 10 µs). Clusters systems usually build on a fully-switched network topology, reducing competition for physical bandwidth and allowing a collision-free environment for communication.

The communications performance is limited by the physical properties of the underlying network, but previous studies [1][2] concluded that different software overheads also have a significant impact on the performance of parallel applications. The distributed memory programming used in clusters is usually supported by various message passing libraries such as PVM or MPI. Due to the different inefficiencies and overheads at the levels of application, message passing subsystem, and operating systems, the physical transfer time itself – especially in case of smaller messages– is only a fraction of the total application-level delay.

This paper focuses on improving the performance on the level of group communication routines of message passing libraries, where broadcasting plays an emphasized role, because it is widely used in itself, and also is a building block of other communication primitives (all-gather, all-to-all, all-reduce). This paper presents a method for enhancing the performance of broadcasting by software means. We introduce a new algorithm using message decomposition and asynchronous communication, which has an execution time complexity of \(O(1)\) achieved before only by the help of hardware support.

The rest of the paper is organized as follows: Section 2 introduces and compares the commonly used methods –both with and without hardware
support for implementing the broadcast primitive in cluster environments. Section 3 details our symmetric algorithms providing a new approach of data distribution in fully-switched cluster systems. Section 4 compares the performance of the classical tree and the new symmetric algorithm, and verifies the correspondence of the measured curves and those performance predicted by the theory. The paper concludes with summarizing the results and showing their application possibilities, in Section 5.

2 Common Methods of Broadcasting

Following the recommendations of the MPI standard [3] most communication subsystems implement the group communication primitives based on the point-to-point transfer functions. Although this technique might not be the most efficient way, it certainly allows a fast and portable implementation of the group primitives. The efficiency of the different implementations is strongly influenced by the topology of the underlying connection network. As today the virtual crossbar (fully switched) topology is the overall dominant way of connecting cluster nodes, this paper only considers the reasonable implementations in such an environment. All execution time estimations use the widely accepted [4][5] linear model, where the communication time \( t_c \) equals to

\[
t_c(n) = t_0 + nt_d,
\]

where \( n \) is message size, \( t_0 \) is the initial latency, and \( t_d \) is the time needed to transfer one data unit (reciprocal of the effective bandwidth).

The simplest method of broadcasting is the linear one when the data transfer is controlled from a single source. This technique is simple and easy to implement, but not very efficient: it has a linear increase of execution time as the number \( p \) of destination nodes grows:

\[
t_c(n, p) = pt_0 + nt_d = O(p),
\]

Because the source node plays a central role as a single sender, this algorithm reduces collisions on a shared medium, that is why it was preferred in the early (middle of the ‘90-es) implementations of communication libraries (LAM/MPI [7]).

The linear complexity of the broadcasting can be reduced by taking advantage of distributed implementation. The most general way is to parallelize the control of the communication using a binomial tree topology. In this case as the originator forwards its data to other nodes, those later will also act as secondary sources increasing the number of senders in each step. This achieves an execution time of \( O(\log^2 n) \) complexity. Compared to the linear implementation the main advantages are the reduced complexity, and better load balancing. This implementation scales better, and is used in most current MPI implementations (e.g. MagPie [8] or MPICH [9]).

With additional implementation efforts, and by sacrificing the portability, environment specific protocol stacks (such as GAMMA [2]) can be developed to further enhance the network throughput. Different methods can take advantage of hardware multicast or broadcast support. Here the originator has to send the data only once, and the hardware layer takes care of the rest. In theory this results in a complexity of \( O(1) \), thus these solutions provide a high performance with perfect scalability. This way each receiver node gets exactly the same messages, implying that the problems of reliability, handling large messages, and forming arbitrary groups must be solved by the developers at the software level.

The problem of reliability is a well-treated topic [10][11], and is usually solved by a kind of acknowledgment mechanism. As all the reply messages are sent back to a single originator, their processing may be costly on a large scale (ACK flooding [11]). This problem can be alleviated using lazy-acknowledgment protocols and multilevel ACK collection [10]. Acknowledgment systems may also take care of large messages, which must be broken down into smaller pieces that can be handled by the lower network layers. In this case, the originator always has to be aware of the amount of empty buffer space in all the destination nodes, and the whole broadcasting can advance only at the pace of the slowest partner. Although the desired \( O(1) \) complexity is not always reached in the practice, the hardware support still offers the fastest and most scalable solution for broadcasting. Unfortunately, the price is paid by the higher implementation efforts and the total loss of portability. The properties of the above mentioned methods are summarized in Table 1. For the sake of completeness the new symmetric algorithm to be introduced in the next section is also included.

3 Symmetric Asynchronous Broadcast

Although most message passing libraries allow using asynchronous communication, their group primitives are synchronous. This way the total time of communication is the sum of the consecutive message sending steps as described in Equations (1) and (2). However previous studies [1][2][12] showed, that losses from the software inefficiencies can be reduced by allowing various communication
Table 1. Comparison of different methods of broadcasting

<table>
<thead>
<tr>
<th>Method of broadcasting</th>
<th>Complexity of implementation</th>
<th>Portability (op. system, networks)</th>
<th>Implementing reliability</th>
<th>Min. delay at the source</th>
<th>Execution time</th>
<th>Scalability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>simple</td>
<td>simple</td>
<td>simple</td>
<td>n messages</td>
<td>$O(n)$</td>
<td>bad</td>
</tr>
<tr>
<td>Binary Tree</td>
<td>medium</td>
<td>medium</td>
<td>simple</td>
<td>2 messages</td>
<td>$O(\log_2 n)$</td>
<td>medium</td>
</tr>
<tr>
<td>Hardware sup.</td>
<td>complex</td>
<td>none</td>
<td>complex</td>
<td>1 message</td>
<td>$O(1)$</td>
<td>excellent</td>
</tr>
<tr>
<td>Symmetrical</td>
<td>medium</td>
<td>medium</td>
<td>simple</td>
<td>1 message</td>
<td>$O(1)$</td>
<td>limited</td>
</tr>
</tbody>
</table>

steps to overlap with the computation and as well as with each other. Asynchronism helps the parallel messages to make better use of the physical bandwidth, so it can improve the performance of the traditional methods by hiding the effect of the initial setup time ($t_0$).

To achieve better results we combine asynchronous communication with message decomposition. The latter increases the parallelism, while asynchronous communication eliminates the effect of the additional initial $t_0$ latencies introduced by the greater number of smaller messages. The proposed symmetric algorithm consists of a complex scheme divided into two overlapping phases presented separately in Fig 1. In the first phase the source node sends a different part of the original message to each destination node, which all act as secondary sources in the second phase. With a number $p$ of the destination nodes the algorithm works as follows:

**Phase 1.** The source node cuts the message of size $n$ to be broadcasted into $p$ pieces. To avoid rounding errors, piece $i$ is formed as

$$\text{address} = \left\lfloor \frac{(i-1)n}{p} \right\rfloor, \quad \text{length} = \left\lfloor \frac{in}{p} \right\rfloor - \left\lfloor \frac{(i-1)n}{p} \right\rfloor,$$

where the notation $\lfloor x \rfloor$ gives the largest integer less than or equal to $x$. The message fragments are completed with administrative information in order to allow the final reconstruction at the target nodes. The source node forwards piece $i$ to destination node $i$, but does all transfers are done in parallel thereby eliminating the effect of the additional $t_0$ latencies.

Thus the total time cost of phase 1 is

$$t_1(n, p) = t_0 + \frac{pnt_0}{p} = t_0 + nt_0$$

(4)

**Phase 2.** When receiving first a message part, destination node $j$ allocates a memory space for the whole message of size $n$, and copies the part just arrived to its final place. The further arriving message parts are copied to the relevant locations in the already existing buffer. When an incoming message part comes from the original source (was created in phase 1), then current destination node is responsible for forwarding this fragment to each of the remaining $p-1$ destination nodes. While distributing this message fragment to the partners, the node is still able to receive other message fragments due to the asynchronous communication.

The algorithm is finished when all the message fragments have arrived at all the destination nodes.

![Fig 1. Symmetrical asynchronous broadcasting scheme](image_url)
make any assumption on the order of the arriving message parts. It is possible that the destination nodes receive some of the message parts from the second phase getting their part to distribute from the source node.

Considering a cluster system where the nodes are connected through a switching hub in full-duplex mode, the ideal execution time of the algorithm is only limited by the physical bandwidth of the links. The critical (slowest) path of execution is the distribution of the last fragment, and this piece leaves the source node according to Equation (4). The secondary distributor node must forward this message of length $n/p$ to the remaining $p-1$ nodes, resulting in a total execution time of

$$t(n,p) = t_0 + n t_d + t_0 + \frac{(p-1) n t_d}{p} = 2t_0 + n t_d \left(2 - \frac{1}{p}\right). \tag{5}$$

The execution time shown in Equation (5) has an asymptotic complexity of $O(1)$ for arbitrary values of $t_0$ and $t_d$ parameters. Because of its symmetry the algorithm is perfectly scalable in theory, and provides significantly better execution times than the widely used tree algorithm. Although the complexity is equal to that of the hardware aided solution, it is visible, that the broadcasting takes the time of two full message transfers, which is double of the expected time with hardware support.

Despite of its elegance, the algorithm suffers from some drawbacks limiting its usability. The algorithm is not efficient for very short messages, because small packets carry a larger relative overhead of the network protocols, and the symmetric algorithm forces the generation of great number ($\sim p^2$) of $n/p$ sized fragments. In case of small message sizes it is better to distribute the whole information in a single step during phase 1. A second problem is the validity of the presumption that all the nodes are able to send and receive at the full speed of their link capacity. In practice the current computers can easily cope with the full-duplex bandwidth of the network adapter, but the switching hub can prove to be a bottleneck. For the algorithm to scale perfectly the switching hub must be able to provide full speed at all of its ports at the same time. Although the amount of the incoming and outgoing data is evenly distributed in time, the switching hub has to handle the competition of more nodes sending data packets to the same destination. As the scalability of the algorithm is limited by the saturation point of the active network equipments, the efficient usability of the new algorithm is practically limited to small cluster environments (a few tens of nodes).

4 Performance Measurements

This section demonstrates the practical merits of the newly introduced asynchronous algorithm by comparing its execution time to that of the widely used binary tree method. To preserve the fairness of the comparison the same hardware and software environment were used during the measures. The testbed used for the validation measures was built up out of 15 uniform PCs having an Intel Pentium IV processor of 2.26 GHz, 256 MB RAM, and an Intel 82801DB PRO/100 VE network adapter of 100 Mbits. The nodes were connected through a 3Com SuperStack 4226T switching hub. All the nodes were running Windows XP operating system. An implementation of MPICH (NT-MPICH v1.3.0 [9]) was used to implement and test both the proposed and the common tree-based algorithms.

The right choice of the measurement domain is an important question. By studying the communication patterns of real-world, MPI based parallel applications Vetter and Mueller found in [13], that message sizes in group communication is relatively small. Another study [14] examined the message size distribution of the NAS Parallel Benchmark suite [15]. The NAS Benchmarks include multiple kernels working on datasets of five different sizes to model a wide palette of application types. This study found that half of all the messages are smaller than 10 kB, and only a fraction is greater than 1 MB. As a result we have chosen to handle message sizes between 2 bytes and 512 kB with logarithmic steps.

Two kinds of scenarios were considered. In the first case, the own broadcast primitive of the MPICH library was tested, which is based on tree topology. In the second case the asynchronous algorithm was tested implemented using the asynchronous message transfer primitives (MPI_Irecv, MPI_Isend). In order to allow measuring the communication time on the source node each destination node sends a short reply message when all the broadcast data has successfully arrived. In both cases, the total communication time spans from the invocation of the broadcast primitive to the arrival of the last acknowledgement. To equalize the variations in execution times due to any reason 10 separate measurements were made in each point, and their arithmetical mean is considered to be the result.

The complexity is more apparent on a linear scale, but the domain of message sizes span over multiple orders of magnitude, thus Fig. 2 shows the same execution time results in both linear and logarithmic scale. It is clearly visible that the symmetric
algorithm is also able to keep its constant complexity in the practice for a large domain of message sizes, although for small and large messages the execution time grows as the number of nodes increases. For small messages this growth is due to the overhead of message fragmentation (the size of the different protocol envelopes is comparable with the message size), and in case of large messages the growth is caused by the saturation effect of the network switch.

The performance comparison of the tree and the symmetric algorithms, in Fig. 2, includes two charts (c,f) presenting the execution times coming from the two types of algorithm in the same diagram. For a single destination node the two algorithms are equivalent, as both have to send all the data in one piece to the only destination node. The tree algorithm shows a logarithmic increase and as expected from Equations (5) the symmetric one exhibits a hyperbolic behavior, as the number of nodes grows. For small messages (≤ 2 kB) the tree algorithm is slightly better, but for the remaining part of domain the performance of the symmetric algorithm is always superior to that of the tree approach. When broadcasting to more than 9 nodes the symmetric algorithm proves to be even twice as fast as the traditional tree method.

5 Conclusion

The communication subsystem of the cluster often embodies a weak point of performance, and numerous efforts have been made for its improvement. This paper has addressed one of these issues in the domain of group communication primitives. The aim was to improve the speed of the broadcast primitive without changing the network infrastructure and the used protocols. The proposed new algorithm significantly differs from the traditional methods. It has the advantage of being portable and easy to implement but also benefits from a execution time complexity of $O(1)$, achieved only with hardware support so far. The presented algorithm builds on asynchronous, reliable point-to-point communication operations and uses message decomposition. The symmetry in its communication pattern allows good scalability and automatic load balancing.

The algorithm is intended to work in the very common, fully-switched cluster environment. As their ideal performance is achieved by maintaining
continuous communication between each pair of nodes, the performance strongly relies on the quality of the network switch. The saturation point of the switching hub puts a practical limit on the scalability perfect in theory, thus the algorithm can be used efficiently in a small cluster environment (a few tens of nodes) only. As the number of generated messages grows with the square of the number of the destination nodes, more messages are produced than those by the traditional methods. More messages generate more overhead, causing the algorithm to perform worse for very small message sizes.

To demonstrate the usability of the new method, its performance was compared to the traditional binomial tree implementation of the broadcast primitive. During the tests the tree version was outperformed significantly by the new symmetric method for message sizes greater than 2 kB. For large messages and more than 9 destination nodes the new algorithm had a double performance compared to the built-in communication primitive.

As broadcasting is an important building block of other message passing primitives, the results presented in this paper can be used directly for improving the performance of group communication in message passing libraries for cluster environments. Efficiency and easily predictable behavior also help to increase and tune the performance of the distributed algorithms.
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