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Abstract: - In this paper we present a consolidated scheduling and routing solution to the multimedia ad hoc 
network problem. We consider a generic ad hoc network with all kinds of heterogeneous devices. These 
devices are known to have different capabilities and capacities in terms of system resources and network 
connection speeds. We propose a task partitioning and scheduling mechanism which results in distribution of 
N tasks with various real-time constraints and work loads on M heterogeneous devices.It has been shown that 
in case of M=1 an optimal solution to task scheduling can be obtained with computational complexity O(N) 
however for M≥2 the scheduling algorithm can be demonstrated to be NP-hard by reducing it to the well 
known NP-Complete bin-packing problem The mechanism proposed in this paper considers device 
capabilities, Link capacities and task constraints to find a near optimal solution to the multimedia scheduling 
problem in Ad hoc networks. 
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1. Introduction 
Ad hoc wireless networks have been a topic of 
research for more than a decade now. Most of the 
research was done on using Ad hoc networks in 
areas such as disaster recovery, military assignments 
and scenarios where rapid deployment of networks 
is required in the absence of conventional 
infrastructure based network. The focus was to 
provide communication setup as a temporary 
measure in areas where deployment of conventional 
network was not feasible. With the passage of time, 
phenomenal improvements have been made in 
maximizing the computing power of devices and 
performance of communication networks. This 
technological advancement poses a greater challenge 
to the researchers to provide services on Ad hoc 
networks that are available on infrastructure based 
networks. With increase in the use of Mobile 
devices such as cellular phones, PDAs, Laptops etc. 
in our daily lives, the requirement of providing same 
levels of services on all kinds of devices must be 
addressed. Multimedia transmission is one such 
application that requires computational resources as 
well as network bandwidth to provide information 
rich contents to the receiving nodes in real-time.  

Digital Multimedia transmission over Ad hoc 
network requires encoding of source media in such a 

format that is resilient to the intermittent jitters in 
transmission due to route changes or link failures. 
Moreover as the intermediate nodes in an Ad hoc 
network act as repeaters to forward multimedia 
packets towards the destination nodes, the 
probability of failure increases with the increase in 
the number of intermediate nodes.  

Furthermore, the insertion and removal of nodes in 
an Ad hoc network at any given time is a known 
problem of probability. 

Multimedia scheduling requires selection of devices 
based on their computational abilities as well as their 
possession of network bandwidths while reducing 
the number of intermediate nodes in a chain of 
communication. 

This paper further extends the notion of a wireless 
cooperative system, which involves migration and 
execution of tasks on two or more heterogeneous 
computing devices. Recent advances in wireless 
communication architectures and computation 
offloading platforms have made it possible to build 
such a cooperative environment on the fly and to let 
resource-limited devices make use of nearby 
resources for processing and communication. This 
technique not only has a potential for performance 
improvement (especially if the processing capability 
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of the neighbor server is much greater than that of 
the mobile client),   it can also help conserve energy 
of mobile computing devices. 

2. Problem Definition 
As multimedia scheduling is a multi-objective and 
constrained problem with all its known difficulties, 
the objectives of our scheduler is to minimize the 
length of communication chain while ensuring 
delivery of contents to the desired target nodes in a 
bounded time frame as imposed by the multimedia 
traffic constraints.  

The development of an appropriate model is one of 
the most difficult tasks in solving complex real 
world problems. The model for the multimedia task 
scheduling proposed in this paper works in the 
following steps: 

1. Discovery of neighboring computation and 
network resources 

2. Allocation of unique identifiers to the 
selected nodes 

3. Partitioning of multimedia task into 
computational and communicational parts 

4. Assignment and delivery of partitioned tasks 
to selected appropriate nodes 

5. Keeping track of topological changes in the 
network using it as feedback to the Task 
Assignment algorithm 

6. Meeting task constraints by varying the 
priorities and lengths of task allocation to 
selected nodes 
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Figure1. Chain formation from Source devices 
to Destination devices (Path ABCD is utilized by 
Multimedia transmission, while path 1.2.3.4.5.6 
is used by Messaging. 
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Figure2. Capability graph of neighboring 
devices 

In Step 1, “Device Capability Query Packets” are 
sent from source device to its neighbor. This packet 
is forwarded by each node to its neighbor. Each 
node replies to this packet by sending its processing 
power, memory, storage capacity and network 
connectivity information (we call it “Device 
Capability Matrix”). This information is stored by 
each node and returned back towards the original 
source device. We use a modified version of OLSR 
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with specialized “Hello Message” format the 
following packet format: 
Message Format: 
 
MessageType : HELLO_MESSAGE 
CPU_Remaining: 0~100% 
RAM_Remaining: 0~100% 
HDD_Remaining: 0~100% 
LNK_Remaining: in bps (Max. 1Gbps)  
LNo: Link Interface Number (Max. 4) 

   To accommodate for remaining Processing Power, 
remaining memory, remaining storage and 
remaining network bandwidth, as well as to 
accommodate for future extensions, the packet 
format of a “Device Capability Matrix” is similar to 
the overall packet format of OLSR packet. The 
packet format is as follows: 
0                   1                   2                   3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|           Reserved1           |     Htime     |  Willingness  | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|CPU_Remaining|RAM_Remaining|HDD_Remaining|       Reserved      | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                      LNK_Remaining                        |LNo| 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|   Link Code   |   Reserved2   |       Link Message Size       | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                  Sender Interface Address                     | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                  Neighbor Interface Address                   | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                  Neighbor Interface Address                   | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
:                             .  .  .                           : 
 

This is sent as the data-portion of the general packet format described in 
OLSR RFC3626 section 3.4, with the "Message 
Type" set to HELLO_MESSAGE, the TTL field set 
to 1 (one) and Vtime set accordingly to the value of 
NEIGHB_HOLD_TIME, specified in section 18.3 

All nodes are identified using IP Addresses as 
routed by OLSR. This Device Capability 
information is propagated to all nodes using 
HELLO_MESSAGE. This mechanism is repeated 
periodically to confirm the availability of nodes 
prior to any communication. 

In multimedia task scheduling, the tasks are either 
Computation Intensive or Bandwidth Intensive. This 
demands for a new type of scheduling algorithm that 
not only considers network connectivity between 
devices but also the device capabilities and resource 
availability. Our algorithm uses the “Device 
Capability Matrix” for routing and scheduling 
decisions.  Computational Intensive tasks are 
forwarded towards more capable devices while 
Communication Intensive tasks are sent to devices 
having higher network bandwidth and sufficient 
resources. 

Topological changes are discovered by OLSR 
protocol by sending special “Topology Control” 
Message of Message Type TC_MESSAGE. 

Task Allocation to nodes requires selection of 
suitable candidate nodes depending on the type of 
task. For computation intensive tasks, computation 
offloading scheme is used. Previous work on 
computation offloading focused on monitoring of 
different resources, predicting the cost of local 
execution and that of a remote one and deciding 
between local and remote execution.  

The computation offloading approach makes it 
feasible to have a set of heterogeneous computing 
devices working in a cooperative manner to tackle 
the resource limitation problem of mobile computing 
devices. However, this general cooperative approach 
has not been used in Ad hoc multimedia framework. 
The purpose of this paper is to fill this gap by 
introducing a new wireless cooperative remote 
execution and communication scheme that makes 
the most out of it.  
 
3. The Scheduler Architecture 
 

The task scheduling problem in its general form 
and its several restricted forms are NP-Complete. 
Only few scheduling problems have polynomial 
optimal algorithms. Moreover, these optimal 
algorithms work only under unrealistic assumptions. 
Scheduling problems are represented by task graphs. 

 
 An optimal scheduling algorithm was presented 

by Hu in [1] which works only when the task graph 
is a tree.  The length of a path in a task graph is the 
sum of the execution times of all tasks along that 
path, but communication times are not included in 
the length of a path.  
  

For multimedia scheduling, the communication 
delays must also be considered. 
 
Various algorithms have been discussed in [2] to 
generate the minimal delay schedule. DAG 
scheduling in Heterogeneous Multiprocessor 
Systems is most suitable.  
 
We propose a multi-stage scheduler architecture that 
works on all nodes of the Ad hoc network. This 
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scheduler works in conjunction with a modified 
version of the well known proactive protocol OLSR. 
OLSR uses Multi Point Relays to perform controlled 
flooding. Initially control packets are sent to 
discover the neighboring nodes. The Hello packet 
not only discovers the neighboring nodes but also 
query the device capability repeatedly after specific 
time intervals. The device capability matrix is 
updated using this information from time to time. 
This provides link and resource availability for the 
scheduler. Node capability matrix and other 
scheduling related information is available on all 
MPR nodes. The selection of MPR nodes not only 
depends on their ability to route data but also on 
their computation capabilities.  The node that selects 
an MPR is called the selector node. 

 

Figure3.  Selection of MPR nodes (2, 3 and 4) 
by selector node 1 

The device capability matrix contains remaining 
computation power and link delays from an MPR to 
its neighbors. This allows us to include or exclude 
nodes from the schedule if their computation 
capacity is below a threshold level. Similarly for a 
communication intensive task, any node having a 
large communication delay value can be safely 
excluded from the schedule. This helps in removal 
of nodes that are busy in computation or that have 
choked links in the subsequent schedules. 

When multimedia data is required to be sent from 
any source node to a destination node, the device 
capability matrix is used to select the suitable nodes 
to carry out this task.  The source node’s scheduler 
becomes master scheduler where as the intermediate 
nodes use their scheduler as slave. Although the 
scheduling algorithm is same on all nodes but the 
overall schedule is maintained by the source node. 
The results of intermediate node schedules are sent 
back to the source node to create a summary of 

transaction. This allows us to perform any 
optimization in current overall schedule in light of 
the feedback gathered from the intermediate nodes. 

Before the multimedia stream begins its 
transmission, the optimal route is decided in advance 
based on the type of nodes required for that 
multimedia transaction. In case of unavailability of a 
node, other alternate routes are used.  

 
4. Allocation of Task 
 

    This section proposes a heuristic-based, greedy 
algorithm for the problem defined in Section 3. This 
algorithm tries to minimize the total delay in Data by 
assigning each task to the processing node that 
completes it with the minimal delay. By completion 
we mean that if a task is computation intensive, it 
has fully executed on that node while if the task is 
communication intensive, it has been transmitted by 
that node. When an assignment decision is to be 
made for a task t, this algorithm considers the time 
required of t’s completion on different processing 
nodes and the time required of t’s interaction with 
tasks that have been already assigned to other nodes. 
However, t’s interaction with tasks that have not yet 
been assigned is not considered because the cost of 
such interaction depends heavily on the assignment 
of those tasks and is impossible to predict. The 
algorithm can be described as follows:  
 
unallocated_tasks=n; 
While (unallocated_tasks > 0)  
     Do { 

select_any_task(ti); 
for(j=0,k=1;k<=m;k++) 
   if (Exec(i,k) < Exec (i,j)) 
     j=k; 

              Assign(ti,pj);  
             unallocated_tasks--; 
              if ( recv_Data_from_ti(tu, pk) ) 
               Exec(u,k) += Data(i,u) * Comm(j,k);  
              if ( send_Data_to_ti(tu, pk) ) 
               Exec(u,k) += Data(i,u) * Comm(k,j);  
            } 
 
 
 
 
5. Execution Order of Tasks 

Once the task assignment is decided, the exact 
communication delay and the exact execution time 
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of each task can be determined and, therefore, a 
more efficient execution order can be made based on 
the exact execution times and the exact 
communication delays. 
Even though finding the optimal order for a given 
assignment is NP-hard, several heuristics have been 
proven to be effective in minimizing the total time of 
completion of tasks [4]. 
 
6. Future Work 
 
We have used OLSR as the basis of our multimedia 
scheduling algorithm. As OLSR is a proactive 
protocol, the use of other reactive protocols such as 
AODV, TORA etc may provide faster response to 
link failures. Although OLSR provides good overall 
route if no problem occurs during a transaction.  
 
We also noticed that OLSR behaves strangely when 
the nodes are aligned closely within coverage range 
of a node. This may be due to interference between 
node signals. This needs further investigation. 
 
Interesting experimentation can be performed by 
using different types of protocols on different nodes 
(instead of OLSR on all nodes) of Ad hoc network 
with a translation mechanism to translate packets 
among them.  
 
Energy conservation mechanisms may also be 
introduced to affect scheduling decisions e.g. 
Remote execution is preferred when a higher 
performance device is connected to wall socket 
instead of performing it locally on a battery operated 
node. 
 
QoS routing algorithms such as those proposed by 
Lohier et al in [3] can be utilized to improve the 
schedule. 
 
Different Scheduling algorithms can be used on 
source and intermediate nodes instead of copy of 
same algorithm on all nodes. 
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