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Abstract: With increasing penetration of distributed energy resources (DER), the nature of distribution systems
worldwide will evolve. It is expected that such evolution will result in the formation of ‘microgrids,’ i.e., dis-
tribution networks that are connected in a grid-like fashion. This paper anticipates this, and proposes a rational
approach to the architecture of such microgrids. The proposed approach consists of planning for the load growth
in a given distribution system, and systematically developing it into an optimal microgrid, where a predeter-
mined amount of DER is deployed in the system and appropriate network additions are made to meet reliability
guarantees in the presence of component unavailabilities. The paper presents a formulation of the optimization
problem, its implementation using a method based on particle swarm optimization, and its demonstration on a
small distribution system.
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1 Introduction

In recent years, distributed energy resources (DER)
have been an active area of research as potential al-
ternatives to centralized generation [1] – [3]. With in-
creasing deployment of these resources, which is ex-
pected to be at or near centers of utilization or load
growth, it is expected that present-day distribution
systems will evolve into “microgrids” [1] – [6], which
are viewed as networks containing DERs and con-
nected in a grid-like fashion. Much research is being
conducted in this area. The largest and most concerted
effort consists of the development of the CERTS mi-
crogrid concept [4] – [6], which focuses on a self-
sustained heat and power supply to a compact cluster
of loads. Several research efforts have focused on the
problem of sizing and optimal placement of DERs in
a distribution network [1] – [3], [7], [8]. These ap-
proaches, with the exception of [3], have assumed and
have tried to preserve the fundamentally radial struc-
ture of the distribution network. On the other hand,
our approach [9] – [11] has been to develop micro-
grids that are networked in structure and conform to
the US Department of Energy’s vision of microgrid
that can operate in both grid-connected and islanded

modes [12], [13]. Further, our work addresses the
problem of distribution network expansion by deploy-
ing distributed resources and optimally interconnect-
ing them to satisfy explicit reliability criteria.

The development of optimal microgrid architecture,
as envisioned by the authors, consists of two aspects:
(a) sizing and siting of DER, and (b) optimal network
topology, comprising an optimal set of interconnec-
tions and associated capacities. In previous work, the
authors have solved these problems independently. In
[9] – [11], the topology was optimized assuming pre-
determined sizing and siting of DERs. In [14], [15],
optimal deployment and sizing of generation was per-
formed assuming a given distribution network. Build-
ing on the experience and insight gained in solving
these problems independently, we determined to at-
tempt the task of developing a unified method for
simultaneously optimizing the DER deployment and
network configuration, since one is dependent upon
the other. The work reported in this paper represents
a first step toward developing an integrated solution
methodology.

In this paper a scheme for solving the com-
bined reliability-oriented optimal microgrid architec-
ture problem is presented. This scheme is based on
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Particle Swarm Optimization (PSO) [16]. The scheme
makes use of the “unit-link” concept developed by the
authors [9]. This concept was critical in the devel-
opment of a formulation that accounted for the phys-
ical relationships between the variables considered.
This paper presents the PSO formulation of the prob-
lem and describes the method and the implementation.
The method is also demonstrated on a test system.

2 Problem Statement

Let us consider the task of developing a self-sufficient,
networked (looped) microgrid from an existing dis-
tribution system. The existing system is connected
to the main grid at the Point of Common Coupling
(PCC). For the purpose of developing this network
into a self-sufficient system, it is assumed that the sys-
tem is disconnected from the utility, i.e., islanded op-
eration is assumed. Under these circumstances, the
local load must be met by means of distributed gen-
eration. First of all, sufficient generation is required.
A reserve margin of 20% of the total load is assumed.
Further, it is assumed that the total generation required
is already available in the form of a given number of
groups (or clusters) of DER units. Then one needs
to address the problem of optimal siting of resources.
For this, one acquires permission to install generating
units, or build DER ‘farms’ or ‘parks’ at various loca-
tions. From the available locations, one needs to de-
cide where to finally place the clusters of DER units.

Another aspect of a microgrid is the optimal topol-
ogy, i.e., among all possible rights of way, which ones
should be used to build transmission lines, and once
the optimal set of paths are chosen, how much capac-
ity to assign to those paths.

The aggregate of the above component problems
constitutes the optimal microgrid architecture. This
paper presents a method to determine both the topol-
ogy and location of DER such that the cost is mini-
mized and at the same time satisfying a global relia-
bility stipulation.

While this is a reasonable approach to defining and
solving a practical problem, it is clear that several vari-
ations, including alternative and more complex formu-
lations, are possible.

3 System Modeling

Generators: These are modeled as two-state devices.
Each generator i is described by its maximum gener-
ating capacity Gmaxi and its forced outage rate FORi.

Load: For the purpose of system planning, the load
has been assumed to remain constant at the coincident
peak.

Transmission Lines: The basic element of the trans-
mission network is the unit-link which is a transmis-
sion line with the following characteristics:

A unit-link connecting a given pair of buses is a
line of fixed capacity, fixed cost per unit length,
fixed impedance per unit length, and of length
corresponding to the right of way between the
buses.
Unit-links between different bus pairs will have
different lengths, impedances and costs, but same
capacity.

A link between a given pair of buses can consist
of one or more (an integral number of) unit-links
connected in parallel between that bus pair. The
cost of a link is equal to the total cost of the unit-
links that constitute the link plus a fixed cost for
installing the link along the corresponding right
of way.

Network Model: A linearized network model in the
form of DC Load Flow [22] has been used in this
work.

4 Problem Formulation

The objective of this work is to determine the least-
cost microgrid that satisfies a system-wide reliability
requirement. The cost of building the microgrid con-
sists of the following parts:

(a) The cost of the transmission network:
Let

Ji = cost of a unit-link along the ith right
of way

ui = number of unit-links in parallel along
the ith right of way

JFi = fixed cost of installing a link along the
ith right of way

= 0 if ui = 0
N` = number of rights of way for building

transmission lines
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Then, the cost of the transmission network is given by

JT = ∑
i

(Ji×ui + JFi) ∀ 1≤ i≤ N` (1)

(b) The cost of deploying distributed resources.
Let

Ng = The number of generator clusters
Nd = The number of nodes where we have the

permission to build generator farms
JGi j = The cost of deploying the ith cluster

at the jth location
di = The node where the ith cluster

is to be located

Therefore the cost of deploying the set of DG clusters
is given by

JG = ∑
i

JGidi ∀ 1≤ i≤ Ng (2)

(c) Other costs such as T&D losses, O&M etc.
The total cost is therefore:

J = JT + JG +other costs (3)

The aim is therefore, to determine

1. The vector u = < u1,u2, · · · ,uN` >, i.e., the (in-
tegral) number of unit links to be allocated along
each right of way. This will determine the net-
work topology as well as the optimal capacities
of transmission lines. The capacity of a line can
be found by multiplying the capacity of a unit
link by the number of unit links the line is com-
prised of. Further, if the solution vector specifies
that the number of unit links along any particu-
lar right of way to be zero, this simply means no
transmission line should be built along that right
of way. Therefore, the vector u determines both
the set of interconnections and the line capacities.

2. The vector d = < d1,d2, · · · ,dNg >, i.e., where
should each DER cluster is to be located from
the list of all possible locations. Each component
of this vector is a number or an index pointing to
a particular node.

The vectors u and d together specify the solution vec-
tor x =< u,d >. Our aim is to find that solution vector
which satisfies the following.

Minimize J = JT + JG +other costs

subject to
EIR > R0 (4)

where

EIR = global energy index of reliability
R0 = minimum required reliability

The energy index of reliability, EIR, is defined as the
ratio of energy served to total energy demand, and is
given by equation (10). This index is determined as
described in section 5.3.

5 Solution Strategy

5.1 Particle Swarm Optimization

It is easily seen that the problem at hand is an inte-
ger optimization problem. The combinatorics, espe-
cially due to the topology part of the problem, makes
the problem intractable. Further, different deployment
strategies invariably lead to different network topolo-
gies.

In order to solve this problem, we use the method
of Particle Swarm Optimization in this work. This
method was chosen because it has been found to be
very fast in solving unconstrained optimization prob-
lems. It has also been successfully employed in many
engineering (constrained) areas including power sys-
tems [17]. In the power systems area, it has partic-
ularly been used in distribution state estimation [18],
dynamic security analysis [19] and AGC tuning [20].

This technique was developed from studying social
behaviour such as the flocking of birds in search of
food. Classically, the simulation is performed in a
square grid of land which is the solution space. The
behaviour of the particles in PSO bears a correspon-
dence with that of the birds. Each particle is a poten-
tial solution, representing a point in the solution space.
In case of the birds, it represents a position in the area
of land. The objective of the birds is to find food, the
location of which is unknown to them. This is analo-
gous to the optimum solution to an optimization prob-
lem where we seek to find that solution or point which
maximizes or minimizes the objective function. At
each location, the birds have a sense of distance from
the location of food. This corresponds to the value of
the objective function. The aim of the birds is to min-
imize their distance from the location of food. During
the search for food, birds would finally converge on
to that location where the food is. In terms of PSO,
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the final point where the particles settle down is the
optimal solution identified by the solution process.

The movement of the particles, is governed by three
factors. These are as follows: (1) Inertia: the particles
continue to move in the direction in which they were
originally moving. (2) Personal Best: each particle
remembers the location, which gave the best fitness
(or value of objective function) so far. This is known
as the personal best, and particles tend to move to-
wards their respective personal bests. (3) Group Best:
the group best is the best solution represented by the
swarm in any given instant. Each particle tends to
move towards the group best.

An interaction of the above three components gen-
erates a vector that determines the direction and mag-
nitude of movement for each particle. This is given by
the following equations:

v[·] ← α · v[·]
+r1 · c1 · (pbestx[·]− presentx[·]) (5)

+r2 · c2 · (pbestx[gbest]− presentx[·])

where

v[·] is a vector of velocities in each direction
in an (N` +Ng)-dimensional space where the
particles are free to move.

pbestx[·] is the vector of co-ordinates (or the
point in the space) which gives the personal
best encountered by the particle in its history.

presentx[·] is the present position of the particle.
pbestx[gbest] is the position which gives the

best fitness value among all the particles in
the group. This is also referred to as the
group-best.

r1 and r2 are uniformly distributed random
numbers between 0 and 1, which account for
randomness in the social behavior

c1 and c2 are parameters that need to be
carefully chosen for each application.

In the above equation, the first term represents the in-
ertia. the helps the particles to move out of local min-
ima. This term is also multiplied by a damping coeffi-
cient α (0 ≤ α ≤ 1) so that as the search process pro-
ceeds, the impact of the inertia diminishes gradually.
This factor is also necessary in order to keep the veloc-
ities of the particles from diverging. The second term
represents attraction towards the personal best while
the third term towards the group best.

The velocities or direction of movement is com-
puted for each particle using the above equation.
Then, the following equation is used for each particle
to update the position.

presentx[·]← presentx[·]+ v[·] (6)

5.2 Application to Microgrid Architecture

The previous sub-section provided a brief description
of classical PSO, which is used in unconstrained op-
timization problems. Engineering problems are con-
strained in nature. Therefore, techniques must be
devised for handling constraints. In the following
paragraphs, the various structures of PSO formulation
have been described and the above issues have been
addressed.
Solution Space: The solution vector comprises of two
parts: the transmission network, and the deployment
of DG. Both the parts are discrete in nature. The solu-
tion space is, therefore, a lattice in (N` + Ng) dimen-
sions.

N` is the number of rights of way where transmis-
sion lines can be built. Each axis in the topology part
of the solution (the sub-vector u) represents the num-
ber of unit-links allocated to the corresponding right
of way. If the position on a particular axis is zero,
this simply means that no transmission line should be
built along that right of way. Even though, the final so-
lution would consist of integral number of unit-links,
from previous work, the topology part of solution vec-
tor used a resolution of 1

1000 of a unit link [11]. The
final solution is reported in multiples of a unit-link.

Ng is the number of generating units. The locations
where DG-units can be deployed, are numbered con-
secutively from 1 to Nd . Each co-ordinate in the Ng

sub-vector d can take a value between 1 and Nd . This
value is a numerical representation of where the cor-
responding generating unit is located.

The (N` + Ng) vector specifies the complete solu-
tion vector.
Boundary Conditions: Boundary conditions arise due
to the following reasons: (a) Physically, the number
of unit links cannot be negative. In order to accom-
modate this, a fictitious “wall” is assumed along each
axis corresponding to the topology part of the solu-
tion vector. If the motion of the particles makes them
transgress this wall, then the particles bounce back
into the positive solution space. (b) Because of the
numbering scheme for the locations where DG can
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be deployed, the particles cannot go out of the range
of allocated indices. Therefore, proceeding as above,
walls are constructed at each end point. (c) The min-
imum reliability requirement poses an important con-
straint on the solutions. Due to this constraint, the
solution can be either feasible or infeasible. Sev-
eral techniques are used for handling these kinds of
constraints. For this work, both feasibility methods
and penalty function methods were investigated. The
penalty function approach was found to perform bet-
ter. The construction of the penalty function is de-
scribed below.

The Modified Objective Function: After including the
penalty function, the new cost function now becomes:

J = JT + JG +other costs+φ(xi|xf) (7)

where, φ(xi|xf) is the penalty function for the infeasi-
ble solution vector xi based on the most recent feasible
solution xf. This is described in detail later in this sec-
tion.

For any given solution, if the solution is feasible,
then the value of the penalty function is zero. If the
solution is not feasible, then the penalty depends on
two factors:

1. How far the last known feasible solution was
from the boundary.

2. How far the current infeasible solution is from
the boundary.

This is illustrated below.
Let the particle move from a feasible solution to an

infeasible solution. Let the feasible solution be de-
noted by the vector x1 and the infeasible solution by
x2. Because of this movement, the particle has crossed
the boundary of the feasible space. The boundary is
represented by

EIR = R0 (8)

where R0 is the minimum reliability required.
Let the EIR indices for the solutions x1 and x2 be

R1 and R2 respectively and the costs J1 and J2 respec-
tively. Now, the cost of the infeasible solution must be
raised by imposing a suitable penalty. This penalty is
calculated using the following equation:

φ(x2|x1) = 2×
(

R0−R2

R1−R2

)
×|J1− J2| (9)

Essentially, this equation penalizes the infeasible so-
lution in ratio of the distances of the feasible and in-
feasible solutions from the boundary R0.

Further, let us assume that the particle moves to an-
other infeasible solution x3 in the next step. In this
case, the penalty will be calculated in proportion to
the last known feasible solution i.e., x1. If x3 were
a feasible solution, then this would serve as the last
known feasible solution for the subsequent transitions
to infeasible solutions.

Number of particles: The choice of number of parti-
cles depends on many factors. If there are very few
particles, then the solution space would not be ade-
quately covered. In case of problems with many lo-
cal minima, the simulation would converge quickly to
one of these and terminate prematurely. On the other
hand, if the number of particles is large, then initial-
izing the particles to the feasible space becomes diffi-
cult. For this application, a number of particles equal
to the number of nodes in the system was found to
perform well.

PSO parameters: Values of parameters α, c1 and c2
were determined after trial and error. The values used
are reported in the “Demonstration” section.

5.3 Reliability Evaluation

In a distribution network, a measure of reliability
based on the energy supplied is more appropriate.
Therefore, an energy index of reliability (EIR) is cho-
sen as the index to be specified. The EIR is obtained as
follows: first the expected minimum curtailment is ob-
tained by evaluating upto second order generation and
significant third order generation contingencies along
with first order transmission line contingencies. The
expected minimum curtailment divided by the total
demand gives the energy index of unreliability, which
subtracted from unity yields the EIR.

As mentioned before, a linearized power flow
model has been used do determine the minimum cur-
tailment for any given contingency. This is imple-
mented in the form of a Linear Programming problem
[22]. The reliability evaluation is described in detail
in [9] – [11].

The reliability of the network is given by [10]:

EIR = 1− EPNS
DT

(10)

where

EIR = Energy Index of Reliability
EPNS = Expected Power Not Served
DT = Total Power Demand.
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5.4 Algorithm

At the beginning of the solution process, the particles
are initialized to the feasible space. This is necessary
otherwise the penalty for the initial solution cannot be
computed meaningfully. After initialization, at each
subsequent iteration, the objective values for each par-
ticle is computed. Also, the respective EIRs are also
computed. Based on feasibility or infeasibility of the
current solution, a penalty factor is imposed on the
cost of the solution. After this, the group best is identi-
fied and personal bests are updated as necessary. Also,
the last known feasible solution for each particle is up-
dated as necessary. The velocities and next positions
are computed using equations (5) and (6).

At each iteration, the best feasible solution obtained
so far is kept track of. The process is continued until
a maximum number of iterations has been reached or
the coefficient of variation of the cost of the best fea-
sible solution falls below a given threshold

6 Demonstration

The method was applied to the system shown in Fig. 1.
The available rights of way for building new distribu-
tion lines are shown as dashed lines. The paths along
the existing distribution system, shown as solid lines,
are automatically available as rights of way. The lo-
cations where DERs can be sited are shown as dashed
circles. The capacity of a unit-link was taken to be 0.1
MW, and reactance = 0.006 p.u. per mile.

For the purpose of demonstration, the cost of a unit-
link was assumed to be proportional to the length of
the corresponding right of way. Further, fixed costs
were assumed as follows. For rights of way corre-
sponding to the existing distribution network, fixed
costs were assumed to be 10% of the cost of the corre-
sponding unit link. For new rights of way, fixed costs
were assumed to be 25% of the cost of the correspond-
ing unit link. The cost of deploying DER at the re-
spective locations was assumed to be zero. Also, other
costs were not used in this demonstration.

In this system, Buses 1 to 10 are load buses. The
load data is given below in Table 1. The data shown
in the table represents a predicted load growth, which
must be met by deploying distributed generation.

Generation data is given in Table 2.
The PSO was run with the following parameters:
α = 0.80, c1 = 1.5, c2 = 1.5.
Number of particles = 18

installing DER

for Transmission lines
Right of Way 

Backbone

Possible location for

Existing Distribution

PCC

DG

2

3 5

11

12

13

15

14

1617

18

8

9

10

7

6

4

1

DG

DG

DG

DG

DG

DG

Figure 1: Test system

Table 1: Load Data for Test System
Bus Load (MW) Bus Load (MW)

1 0.7291 2 0.7291
3 0.9167 4 0.9167
5 0.8668 6 0.7500
7 0.7500 8 0.8668
9 0.8668 10 0.9167

Maximum number of iterations = 20000
Minimum coefficient of variation = 0.001
Target reliability: EIR = 0.99
The resulting microgrid is shown in Fig. 2. The

newly added transmission lines are shown as arcs. The
locations where the DER clusters should be placed are
also shown. The capacities of the transmission lines
are tabulated below in Table 3. The optimal DG de-
ployment strategy is: Cluster 1 at Bus 3, Cluster 2 at
but 10 and Cluster 3 at bus 7.

7 Discussion

From the results we observe that the network is signif-
icantly looped. Further, some of the line segments in
the original backbone network have been reinforced.
This is because of the anticipated load growth factor.
Most of the lines near the generating nodes have been
strengthened, while upstream feeder segments are not.
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Table 2: Generation Data for Test System
Cluster Number of Capacity (MW) FOR

No. units of each unit
1 7 0.50 0.10
2 6 0.50 0.05
3 7 0.50 0.10

PCC

2

3 5

11

12

13

15

14

1617

18

8

9

10

7

6

4

1

Cluster 1

Cluster 3

Cluster 2

DG

DG

DG

Figure 2: Resulting Microgrid of the Test System

This is because, as we move upstream, the capacity
of the segments increase. The PSO method recog-
nizes the surplus capacity (because now we are trying
to push power in the opposite direction) and makes
use of it. From Fig. 2 we can see that most of the
newly added lines cluster around the left radial sec-
tion of the original distribution network. This can be
attributed to the comparatively larger loads on this part
of the network. Futher, due to transmission line con-
tingencies, additional transmission infrastructure must
be built around the heavily loaded sections, so that the
impact to the expected unserved energy is minimized.

An important factor that governs the network topol-

Table 3: Results: Optimal Topology
Line Cap Line Cap Line Cap

(MW) (MW) (MW)
2-3 0.5 5-8 0.1 8-16 0.1
3-4 0.9 5-6 0.1 10-12 0.4
5-17 0.1 6-7 0.6 1-17 0.2
3-17 0.2 9-16 0.1 2-17 0.2

17-18 0.1 3-18 0.3 11-14 0.2
10-11 0.7 9-12 0.4 8-13 0.3
7-13 0.9

ogy is the fixed costs associated with installing along
new rights of way. If those costs are significantly
high, then the algorithm would find a better solution
by strengthening segments of the backbone network
connecting a pair of nodes, rather than directly con-
necting the nodes along a new right of way.

Consideration of losses and other costs would af-
fect the results. However, the purpose of this paper is
to present a rational methodology for optimal micro-
grid architecture, rather than to emphasize the results
obtained.

8 Conclusion

This paper presented a formulation of the problem of
developing reliability stipulated optimal microgrid ar-
chitectures, and a solution technique based on particle
swarm optimization. The method simultaneously op-
timizes the network configuration and the location of
DERs.

The method was demonstrated by applying it to a
test system. Useful insights were gained from the
experience. Further work will consist of developing
improved and expanded formulations of the problem,
and of determining suatable solution techniques. Ex-
panded formulations to be explored will include opti-
mal sizing of DER, and incorporating reliability dif-
ferentiated services.

In this paper, a rational approach to solving a practi-
cal problem was presented. It is possible to develop al-
ternative formulations to the problem, and these vari-
ations provide the opportunity for interesting and in-
sightful research and development in the area of mi-
crogrid architecture. Further work in this area will be
reported in due course.
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