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Abstract: - This study simulates and examines the weighting effects of using relatively diminutive samples to 
infer a gigantic data mine. The statistical inference in the simulations is carried out by using a basic factor 
analysis model. Several stratum sizes and stratum-vs.-population ratios are designed in the data generating 
procedures; therefore, the experiment can reflect the practical research environments. Estimations are conducted 
by using the altered maximum likelihood estimation (MLE) algorithm.  The preliminary results show the 
proposed method is promising. 
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1   Introduction 
The current popularity of (inter-)national large-scale 
surveys (e.g., TIMSS [1], PISA [2], PIRLS [3], etc.) 
has raised urgencies on establishing proper 
approaches of inferring the gigantic populations (data 
mines), particularly, when using sophisticated factor 
analysis alike techniques yet only relatively limited 
sample sizes are available. Specifically, these 
internationally collected datasets, although, had 
complexly designed sampling frames to be 
generalizable to the intended super populations, the 
datasets may actually contain a small proportion of 
only far less than 10% of the original targets. Most 
technical reports of these surveys urged the 
engagement of sampling weights when researchers 
report analyses of descriptive statistics; however, less 
was advised when statistical inference was made by 
using factor analysis models. On the other hand, 
methodological research (e.g., [4], [5]) had some 
evidence that strongly advocated the use of sampling 
weights in factor analysis procedures on these 
datasets. 

To examine the influence of sampling weights 
on the accuracy of parameter estimation in factor 
analyses, we conducted a study to simulate practical 
large-scale surveys in which various proportions of 
samples versus population, sampling stratum sizes, 
and stratum proportions can be occurred. Our 

preliminary simulation results demonstrate that 
proper treatments of sampling weights are crucial and 
incorporating weights into the parameter estimation 
procedures of factor analysis is a non-ignorable 
top-priority. 
 
 
2   Simulation Design 
The factor analysis model in the simulation study was 
a very basic single factor model that has five 
continuous outcomes (y) and only one latent factor 
(η). To differentiate the two strata as well as the 
sub-populations, a factor loading was set to be 
different between the two strata.  The mathematical 
equation to demonstrate the relations was shown as 
follows. 

jjjy = ηλ + ε ,                       (1) 1

where λ is the factor loading and ε symbolizes the 
normally distributed random errors. A path diagram 
was drawn in the following Figure 1 to illustrate the 
model structure. 
     In the Fig. 1, numbers shown for the λ’s are the 
designated parameter values for the artificial data 
generating procedures. Particularly, the second set of 
λ’s has a difference of 0.2 between the two strata.  All 
the rest parameters between the two strata were set to 
be equal to simplify the model structure; therefore, 
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computing time required for estimation can be 
reduced. This is crucial, particularly, when the 
replications is set high to reduce stochastic errors. 
 
 

 
Fig. 1 Path diagram for factor analysis model 
 

The simulation study was designed to reflect 
the actual large data mines as close as possible, in 
which two strata combined with five different 
proportions of strata versus the entire data mine and 
four sampling stratum sizes were employed. For each 
condition, a total of 200 replications was performed; 
therefore, aggregated computation results can be 
summarized and analyzed to reveal a general and 
scientific trend. The design was outline in the 
following Table 1. 
 
Table 1 Design for the simulation study 

 
 
The entire data mine has 10,000 individual subjects. 
As a result, all the artificially generated strata owned 
less than 10 percents of the original population size. 
This is designed to reflect the common conditions 
often seen in the research practice. The 
pseudo-random number generator in the computer 
software Matlab was used and programmed to 
generate the datasets. After the data generating 
procedure was completed, the datasets were 
estimated by the altered maximum-likelihood 
estimation (MLE) algorithm [6].  

 
3   Results & Analyses 
Simulation and estimation results are summarized in 
the following Table 2, in which it reports the 
averages of 200 replications. Specifically, two 
separate columns are named “non-weighted” and 
“weighted” to provide comparisons of the 
estimations that were completed by non-weighted 
and weighted factor analysis estimating procedures, 
respectively. 
     Specifically, the total sample sizes and ratios of 
the two strata in the corresponding sample are listed 
in the first two columns. The “average estimate” 
columns summarize the 200 estimated factor 
loadings that are first averaged by the five factor 
loadings (λ’s) in each replication. The 95% coverage 
rates recoded the percentages of the 95% confidence 
intervals (C.I.) covering the true populations values. 
Ideally, a coverage rate needs to be near the 
theoretical 95% value to demonstrate an acceptable 
performance for inferring the population-wise level, 
i.e., the level of entire data mine. Comparing the 
average estimates and coverage rates between 
non-weighted and weighted procedures illustrates the 
lapse between the proposed method and a potentially 
flawed practice.  A greater lapse shows an increased 
urgency of the proposed method in the specifically 
designed condition. 
 
Table 2 Averages of estimating simulated datasets 
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4   Conclusion 
The preliminary results show the proposed method 
for statistically inferring a large data mine by using a 
relatively diminutive sample is promising. The 
gained accuracy by using the proposed method has a 
considerable effect over the non-weighted method. 
Further research is being pursued to extend the 
research design, for example, adding more stratum 
sizes and stratum-vs.-population ratios, so that more 
generalizable findings can be established. 
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