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Abstract: - The problem of minimizing anL2-sensitivity measure subject toL2-norm dynamic-range scaling con-
straints for two-dimensional (2-D) separable-denominator digital filters is formulated. The constrained optimization
problem is converted into an unconstrained optimization problem by using linear-algebraic techniques. Next, an effi-
cient quasi-Newton algorithm is applied with closed-form formula for gradient evaluation to solve the unconstrained
optimization problem. The optimal filter structure is then constructed by employing the resulting coordinate transfor-
mation matrix that minimizes theL2-sensitivity measure subject to the scaling constraints. Anumerical example is
presented to illustrate the utility of the proposed technique.
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1 Introduction

In digital filter implementation, the synthesis of a state-
space digital filter is known as the problem of obtaining
a suitable set of state-space equations that describe a de-
sired transfer functionH(z). However, the state-space
equations corresponding to a transfer functionH(z) are
not unique. Naturally, among the infinite number of state-
space descriptions ofH(z), one may want to identify a
state-space description that minimizes a suitable sensi-
tivity measure. When realizing a fixed-point state-space
description with finite word length (FWL) from a trans-
fer function with infinite accuracy coefficients, the coeffi-
cients in the state-space description must be truncated or
rounded to fit the FWL constraints. Since the quantization
of the coefficients of the digital filter alters the character-
istics of the designed digital filter, the sensitivity with re-
spect to the coefficients of the digital filter is considered to
be a measure of the influence of coefficient quantization.
A number of sensitivity measures have been defined and
applied to both one-dimensional (1-D) digital filters [1]–
[7] and 2-D digital filters [8]–[16]. Presently, two main
classes of techniques for constructing the state-space de-
scription that minimizes the coefficient sensitivity exist:
mixed L1/L2-sensitivity minimization [1]–[4], [8]–[13]

and pureL2-sensitivity minimization [5]–[7], [13]–[16].

In this paper, we investigate the problem of minimizing
an L2-sensitivity measure subject toL2-norm dynamic-
range scaling constraints for 2-D separable-denominator
digital filters. TheL2-norm dynamic-range scaling con-
straints are imposed on the synthesis since it is well known
that the use of scaling constraints can be beneficial for
suppressing overflow oscillations [17], [18]. This pa-
per is organized as follows. In section 2, we present
a standard definition for a pureL2-sensitivity of a 2-D
separable-denominator digital filter with respect to its re-
alization coefficients and provide detailed analysis for this
L2-sensitivity measure. In section 3, we present our idea
and develop a method for obtaining the optimal realiza-
tion. In section 4, we illustrate the effectiveness of the
proposed technique through a computer simulation. Fi-
nally, we provide some concluding remarks in section 5.

Throughout the paper,In denotes the identity matrix of
dimensionn × n. The transpose (conjugate transpose) of
a matrixA and trace of a square matrixA are denoted by
AT (A∗) and tr[A], respectively. Theith diagonal ele-
ment of a square matrixA is denoted by(A)ii. In addi-
tion,⊕ is used to denote the direct sum of matrices.

Proceedings of the 6th WSEAS International Conference on Simulation, Modelling and Optimization, Lisbon, Portugal, September 22-24, 2006         405



2 Sensitivity Analysis

A 2-D separable-denominator digital filter can be de-
scribed by the Roesser local state-space (LSS) model [19],
[20]

[

xh(i + 1, j)
xv(i, j + 1)

]

=

[

A1 A2

0 A4

] [

xh(i, j)
xv(i, j)

]

+

[

b1

b2

]

u(i, j)

y(i, j) =
[

c1 c2

]

[

xh(i, j)
xv(i, j)

]

+ du(i, j) (1)

wherexh(i, j) is anm×1 horizontal state vector,xv(i, j)
is ann × 1 vertical state vector,u(i, j) is a scalar input,
y(i, j) is a scalar output, andA1, A2, A4, b1, b2, c1,
c2, andd are real constant matrices of appropriate dimen-
sions. The LSS model is assumed to be asymptotically
stable, separately locally controllable and separately lo-
cally observable [20]. The transfer function of the system
in (1) is given by

H(z1, z2) =
[

c1 c2

]

[

z1Im − A1 −A2

0 z2In − A4

]−1

·

[

b1

b2

]

+ d

=
[

1 c1(z1Im − A1)
−1

]

·

[

d c2

b1 A2

] [

1
(z2In − A4)

−1b2

]

. (2)

The L2-sensitivity of the system in (1) is defined as fol-
lows.

Definition 1: Let X be anm × n real matrix and let
f(X) be a scalar complex function ofX, differentiable
with respect to all the entries ofX. The sensitivity func-
tion of f with respect toX is defined as

SX =
∂f

∂X
, (SX)ij =

∂f

∂xij
(3)

wherexij denotes the(i, j)th entry of matrixX.
Definition 2: Let X(z1, z2) be anm × n complex

matrix-valued function of the complex variablesz1 and
z2. TheLp-norm ofX(z1, z2) is defined as

‖X‖p =

[

1

(2πj)2

∮

|z1|=1

∮

|z2|=1
‖X(z1, z2)‖

p
F

dz1dz2

z1z2

]
1

p

(4)
where‖X(z1, z2)‖F is the Frobenius norm of the matrix
X(z1, z2) defined by

‖X(z1, z2)‖F =





m
∑

p=1

n
∑

q=1

|xpq(z1, z2)|
2





1

2

.

From (2) and Definitions 1 and 2, the overallL2-
sensitivity measure for the filter in (1) is defined as

S =

∥

∥

∥

∥

∂H(z1, z2)

∂A1

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂A2

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂A4

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂b1

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂b2

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂cT
1

∥

∥

∥

∥

2

2

+

∥

∥

∥

∥

∂H(z1, z2)

∂cT
2

∥

∥

∥

∥

2

2

(5)

Defining

P (z2) = (z2In − A4)
−1b2

Q(z1) = c1(z1Im − A1)
−1

F (z1, z2) = (z1Im − A1)
−1 [b1 + A2P (z2)]

G(z1, z2) = [c2 + Q(z1)A2] (z2In − A4)
−1

it follows that

S = tr

[

MA1
+ MA4

+ W h + W v + Kh + Kv
]

+tr

[

W h
]

tr [Kv] (6)

where

MA1
=

1

(2πj)2

∮

|z1|=1

∮

|z2|=1

[

F (z−1
1 , z−1

2 )Q(z−1
1 )

]

· [Q∗(z1)F
∗(z1, z2)]

dz1dz2

z1z2

MA4
=

1

(2πj)2

∮

|z1|=1

∮

|z2|=1
[G∗(z1, z2)P

∗(z2)]

·
[

P (z−1
2 )G(z−1

1 , z−1
2 )

] dz1dz2

z1z2

Kv =
1

2πj

∮

|z2|=1
P (z2)P

∗(z2)
dz2

z2

Kh =
1

(2πj)2

∮

|z1|=1

∮

|z2|=1
F (z1, z2)F

∗(z1, z2)
dz1dz2

z1z2

W h =
1

2πj

∮

|z1|=1
Q∗(z1)Q(z1)

dz1

z1

W v =
1

(2πj)2

∮

|z1|=1

∮

|z2|=1
G∗(z1, z2)G(z1, z2)

dz1dz2

z1z2
.

Here,Kh andKv (W h andW v) are referred to as the
horizontal and vertical local controllability (observability)

Proceedings of the 6th WSEAS International Conference on Simulation, Modelling and Optimization, Lisbon, Portugal, September 22-24, 2006         406



Gramians, respectively [20]. The sensitivity is indepen-
dent of the state-space parameterd in (2) and therefore it
is neglected here. It is easy to show that theL2-sensitivity
measure in (6) can be expressed as [16]

S =
n

∑

i=0

σv
i tr

[

W h
i

]

+
m

∑

j=0

σh
j tr

[

Kv
j

]

+tr

[

W h + W v + Kh + Kv
]

+tr

[

W h
]

tr [Kv] (7)

where all the Gramians can be obtained by solving the fol-
lowing Lyapunov equations

[

W h
i ∗

∗ ∗

]

=

[

A1 ũic1

0 A1

] [

W h
i ∗

∗ ∗

]

·

[

A1 ũic1

0 A1

]T

+

[

0 0

0 Im

]

[

Kv
j ∗

∗ ∗

]

=

[

A4 0

b2ṽ
T
j A4

]T
[

Kv
j ∗

∗ ∗

]

·

[

A4 0

b2ṽ
T
j A4

]

+

[

0 0

0 In

]

Kv = A4K
vAT

4 + b2b
T
2

Kh = A1K
hAT

1 + A2K
vAT

2 + b1b
T
1

W h = AT
1 W hA1 + cT

1 c1

W v = AT
4 W vA4 + AT

2 W hA2 + cT
2 c2

ũi and ṽj are obtained by performing eigenvalue-
eigenvector decomposition onW h andKv

Kv = UΣ
vUT =

n
∑

i=1

σv
i uiu

T
i

W h = V Σ
hV T =

m
∑

j=1

σh
j vjv

T
j (8)

and then using the following relationship

σh
0 = σv

0 = 1

ũ0 = b1, ũi = A2ui, i = 1, 2, . . . , n

ṽ0 = cT
2 , ṽj = AT

2 vj, j = 1, 2, . . . ,m.

to obtainũi andṽj

3 Sensitivity Minimization

If a coordinate transformation defined by
[

xh(i, j)
xv(i, j)

]

=

[

T 1 0

0 T 4

]−1 [

xh(i, j)
xv(i, j)

]

(9)

is applied to the LSS model in (1), then the new realization
is related to the original one by

A1 = T−1
1 A1T 1, A2 = T−1

1 A2T 4

A4 = T−1
4 A4T 4

b1 = T−1
1 b1, b2 = T−1

4 b2

c1 = c1T 1, c2 = c2T 4

W
h

= T T
1 W hT 1, W

v
= T T

4 W vT 4

K
h

= T−1
1 KhT−T

1 , K
v

= T−1
4 KvT−T

4 . (10)

TheL2-sensitivity of the new realization is changed to

S =
n

∑

i=0

σv
i tr

[

T−1
1 W h

i (T 1)T
−T
1

]

+

m
∑

j=0

σh
j tr

[

T T
4 Kv

j (T 4)T 4

]

+tr

[

W
h

+ W
v

+ K
h

+ K
v
]

+tr

[

W
h
]

tr

[

K
v]

. (11)

HereW h
i (T 1) andKv

j (T 4) can be obtained by solving
the Lyapunov equations
[

W h
i (T 1) ∗
∗ ∗

]

=

[

A1 ũic1

0 A1

] [

W h
i (T 1) ∗
∗ ∗

]

·

[

A1 ũic1

0 A1

]T

+

[

0 0

0 T 1T
T
1

]

[

Kv
j (T 4) ∗

∗ ∗

]

=

[

A4 0

b2ṽ
T
j A4

]T
[

Kv
j (T 4) ∗

∗ ∗

]

·

[

A4 0

b2ṽ
T
j A4

]

+

[

0 0

0 T−T
4 T−1

4

]

Concerning the constraints for the minimization prob-
lem at hand, if theL2-norm dynamic-range scaling con-
straints are imposed on the new state-variable vector

x =

[

xh(i, j)
xv(i, j)

]

(12)

then it is required that fori = 1, 2, · · · , n and j =
1, 2, · · · ,m

(K
h
)jj = (T−1

1 KhT−T
1 )jj = 1

(K
v
)ii = (T−1

4 KvT−T
4 )ii = 1 (13)

The problem ofL2-sensitivity minimization subject toL2-
norm dynamic-range scaling constraints is now formu-
lated as follows:Given matrices A1, A2, A4, b1, b2, c1
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and c2, obtain an m × m nonsingular matrix T 1 and an
n × n nonsingular matrix T 4, which minimizes the sensi-
tivity measure in (11) subject to the scaling constraints in
(13).

Since the LSS model in (1) is assumed to be asymptoti-
cally stable, separately locally controllable and separately
locally observable, the horizontal and vertical local con-
trollability Gramians,Kh andKv respectively, are sym-
metric and positive-definite. This implies that(Kh)1/2

and(Kv)1/2 satisfying

Kh = (Kh)1/2(Kh)1/2

Kv = (Kv)1/2(Kv)1/2

are also symmetric and positive-definite. Defining

T̂ 1 = T T
1 (Kh)−1/2, T̂ 4 = T T

4 (Kv)−1/2 (14)

the scaling constraints in (13) can be expressed as

(T̂
−T
1 T̂

−1
1 )jj = 1, j = 1, 2, · · · ,m.

(T̂
−T
4 T̂

−1
4 )ii = 1, i = 1, 2, · · · , n. (15)

The constraints in (15) simply state that each column in

T̂
−1
1 andT̂

−1
4 must be a unity vector. If matriceŝT

−1
1 and

T̂
−1
4 are assumed to have the form

T̂
−1
1 =

[

t
(1)
1

‖t
(1)
1 ‖

,
t
(1)
2

‖t
(1)
2 ‖

, · · · ,
t
(1)
m

‖t
(1)
m ‖

]

T̂
−1
4 =

[

t
(4)
1

‖t
(4)
1 ‖

,
t
(4)
2

‖t
(4)
2 ‖

, · · · ,
t
(4)
n

‖t
(4)
n ‖

]

(16)

then (15) is always satisfied. Using the coordinate trans-

formationsT̂ 1 andT̂ 4 in (14), with T̂
−1
1 andT̂

−1
4 speci-

fied in (16), theL2-sensitivity measure in (11) becomes a
function of matriceŝT 1 andT̂ 4. If we denote this function
by Jo(T̂ ), then it follows from (11) and (14) that

Jo(T̂ ) =
n

∑

i=0

σv
i tr

[

T̂
−T
1 Ŵ

h
i (T̂ 1)T̂

−1
1

]

+

m
∑

j=0

σh
j tr

[

T̂ 4K̂
v
j (T̂ 4)T̂

T
4

]

+tr

[

T̂ 1Ŵ
h
T̂

T
1 + T̂ 4Ŵ

v
T̂

T
4

]

+ m + n

+n tr

[

T̂ 1Ŵ
h
T̂

T
1

]

(17)

where

Ŵ
h
i (T̂ 1) =

∞
∑

k=0

Ĥ
h
i (k)T̂

T
1 T̂ 1Ĥ

h
i (k)T

K̂
v
j (T̂ 4) =

∞
∑

k=0

Ĥ
v
j (k)T T̂

−1
4 T̂

−T
4 Ĥ

v
j (k)

Ĥ
h
i (k) = (Kh)−1/2Hh

i (k)(Kh)1/2

Hh
i (k) =

k
∑

p=0

A
p
1ũic1A

k−p
1

Ĥ
v
j (k) = (Kv)−1/2Hv

j (k)(Kv)1/2

Hv
j (k) =

k
∑

p=0

A
p
4b2ṽ

T
j A

k−p
4

Ŵ
h

= (Kh)1/2W h(Kh)1/2

Ŵ
v

= (Kv)1/2W v(Kv)1/2

From the foregoing arguments, we can see that the prob-
lem of obtaining anm × m nonsingular matrixT 1 and
an n × n nonsingular matrixT 4, which minimizes (11)
subject to the scaling constraints in (15) can be converted
into an unconstrained optimization problem of obtaining
anm×m nonsingular matrix̂T 1 and ann× n nonsingu-
lar matrix T̂ 4, which minimizes (17). To this end, we ap-
ply a quasi-Newton algorithm [21] to minimize (17) with
respect to the matriceŝT 1 and T̂ 4 given by (16). Letx
be the column vector that collects the variables in matri-
cesT̂ 1 andT̂ 4. ThenJo(T̂ ) is a function ofx, which we
denote byJ(x). The optimization algorithm starts with
a trivial initial point x0 obtained from an initial assign-
ment T̂ 1 = Im, T̂ 4 = In Then, in thekth iteration a
quasi-Newton algorithm updates the most recent pointxk

to pointxk+1 as

xk+1 = xk + αkdk (18)

where

dk = −Sk∇J(xk)

αk = arg min
α

J(xk + αdk)

Sk+1 = Sk +

(

1 +
γT

k Skγk

γT
k δk

)

δkδ
T
k

γT
k δk

−
δkγ

T
k Sk + Skγkδ

T
k

γT
k δk

S0 = Im2+n2 , δk = xk+1 − xk

γk = ∇J(xk+1) −∇J(xk).
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Here,∇J(x) is the gradient ofJ(x) with respect tox,
andSk is a positive-definite approximation of the inverse
Hessian matrix ofJ(x). The iteration process continues
until

|J(xk+1) − J(xk)| < ε (19)

whereε > 0 is a prescribed tolerance. If the iteration is
terminated at stepk, thenxk is taken to be the solution
point.

4 Numerical Example

Consider a 2-D separable-denominator state-space digital
filter specified by

A1o =





0.0 1.0 0.0
0.0 0.0 1.0

0.599655 −1.836929 2.173645





A2o =





0.064564 0.033034 0.012881
0.091213 0.110512 0.102759
0.097256 0.151864 0.172460





A4o =





0.0 0.0 0.564961
1.0 0.0 −1.887939
0.0 1.0 2.280029





b1o =
[

0.047053 0.062274 0.060436
]T

b2o =
[

1.0 0.0 0.0
]T

c1o =
[

1.0 0.0 0.0
]

c2o =
[

0.016556 0.012550 0.008243
]

d = 0.019421.

By computing all the Gramians from (7) and (8), theL2-
sensitivity measureSo in (7) is found to be

So = 2.423893 × 104.

To perform scaling so that (13) is satisfied, we apply a
coordinate transformation matrixT s = T 1s ⊕ T 4s to the

original linear system where(T 1s)jj =
√

(Kh)jj and

(T 4s)ii =
√

(Kv)ii. TheL2-sensitivity measureS is then
found to be

S = 4.526079 × 103.

When applying the quasi-Newton algorithm in (18) to the
scaled realization, theL2-sensitivity profile of the first 30
iterations is given in Table 1 and Fig. 1. From Table 1 and
Fig. 1, it is observed that the algorithm practically con-
verges with 19 iterations. After 19 iterations, matricesT̂ 1

andT̂ 4 are obtained as

T̂ 1 =





1.124484 −0.280394 0.255922
−0.421171 1.025558 0.330664
−0.529598 −0.449919 0.764121





T̂ 4 =





1.354786 −0.270031 −0.026251
−0.641918 1.123431 0.288145
−0.366800 −0.362196 0.924809



 .

or equivalently, matricesT 1 andT 4 are found as

T 1 =





0.834682 0.277258 −0.467950
0.536765 0.639090 −0.165736
0.345994 0.706357 0.236653





T 4 =





1.113890 −0.921189 0.336130
−0.869618 0.928016 −0.545490
0.733270 −0.682433 0.691443



 .

TheL2-sensitivity measureS in is then found to be

S = 1.010064 × 102.

Table 1:L2-sensitivity profile of first 30 iterations.
k L2-sensitivity k L2-sensitivity

2.423893×104 10 1.012574×102

0 4.526079×103 11 1.011758×102

1 1.232246×102 12 1.010602×102

2 1.112628×102 13 1.010325×102

3 1.082960×102 14 1.010271×102

4 1.046686×102 15 1.010148×102

5 1.039913×102 16 1.010109×102

6 1.032931×102 17 1.010074×102

7 1.019785×102 18 1.010065×102

8 1.014876×102 19 1.010064×102

9 1.013174×102 20 1.010064×102

5 Conclusion

The problem of minimizing anL2-sensitivity measure
subject toL2-norm dynamic range scaling constraints has
been investigated for 2-D separable-denominator digital
filters. An efficient method has been developed by using
the quasi-Newton algorithm and some matrix-theoretic
techniques to develop a closed-form solution for the op-
timization problem. Our computer simulation results have
demonstrated the effectiveness of the proposed technique.
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Figure 1:L2-sensitivity profile of first 30 iterations.
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