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Abstract: When automatic speech recognition systems trained with clean signals are tested with noisy signals,
deterioration in their performance have been observed. Continuous multiresolution entropy have shown to be
robust to additive noise in applications to different physiological signals and, in particular, in some speech signal
contexts. In this paper we present its extension to different divergences and we propose them as new dimensions at
the pre—processing stage of a speech recognizer. Methods proposed here are tested with speech signals corrupted
with babble and white noise. Their performance are compared with the classical mel cepstra parametrization.
Results suggest that continuous multiresolution entropy related measures provide valuable information that could
be considered as an extra component in a pre—processing stage.
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1 Introduction

Over the last two decades considerable efforts have
been made concerning Automatic Speech Recogni-
tion (ASR). However, important performance deteri-
orations are observed when ASR systems trained with
clean speech signals recorded with high quality audio
systems are tested with signals registered with simple
home microphones or with added noise. This is the
scope of “robust” speech recognition, which aim is to
obtain ASR systems that can be used in real enviro-
ments, with noise, reverberation, home quality audio
systems, etc [1].

There are several pre-processing methods to im-
prove ASR system’s performance, in which it is often
supposed that both signal and noise are generated by
linear systems and noise can be easily modeled. In
practice none of them is a real assumption and the ro-
bustness problem of ASR systems is still “open”, spe-
cially for low signal-to-noise ratio (SNR).

Entropy notions have been used to characterize
the complexity degree of different physiological sig-
nals. The application of these quantitative measures
provides information about the underlying dynamics
of non linear systems and helps to gain a better under-
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standing of them. Recently, Shannon and Tsallis en-
tropies and their corresponding divergences have been
included in the pre—processing stage of an ASR sys-
tem, providing information of the temporal evolution
of the complexity degree of speech signals, improving
its performance [2].

The multiresolution entropy, proposed by Torres
et al. in [3], is a tool based on the wavelet trans-
form which gives account of the temporal evolution
of the wavelets coefficients’ Shannon entropy. Com-
bined with the continuous wavelet transform (CWT)
[4], the tool known as continuous multiresolution en-
tropy (CME) has shown to be robust to additive white
noise in the detection of slight changes in the under-
lying nonlinear dynamics of physiological signals [5].
In applications to speech signals corrupted with addi-
tive noise, good results have been obtained in experi-
ments of self-organizing map clustering [6]. This mo-
tivates us to explore this tool over the parametrization
of an ASR system in order to test its robustness.

In this paper we present the extension of the
continuous multiresolution entropy to different diver-
gences and we propose to compare the results ob-
tained when these information measures are intro-
duced as new dimensions to the front—end stage of an
ASR system. These new parameters, taking into ac-
count information about the changes in the dynamics
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Figure 1: Schemes of the stages of the proposed
method, which are explained in the text.

of speech signal for different scales, will be concate-
nated to a MFCC classic parametrization.

2 Materials and Methods

A modification to the classical speech signal pre-
processing stage will be here outlined. The block di-
agram of Fig. 1 depicts each stage of the algorithm
proposed in this paper, providing a guide of what fol-
lows to the reader.

2.1 Continuous Multiresolution Entropy

Given a discretized signal slk|, & = 1,... K,
its complexity measures in the time—scale plane are
obtained by performing first its ‘quasi-continuous”
wavelet transform, W,(a,b). This leads to a dis-
cretized distribution {d[j,k]} € R’*K, where
{d[j,k]} = Ys(a = 7,0), 5 = 1,...,J € Z,
d € Rt and b = k is the time—control. For each
fixed j the CWT coefficient’s temporal evolution will
be denoted as d;[k] in what follows.

We consider a set of rectangular sliding windows
Wji(m,L,A) = {dj[kl,k=1+mA,l=1,...,L},
with m = 0,1, 2, ..., M, which depends on two pa-
rameters width L € N and shift A € N, that are
chosen such that L < K (the signal length) and
(K — L)/JA = M € Z. This is accomplished in
agreement with the windowing performed to obtain
the MFCC parametrization of speech signal (see Fig.
1). In this case, the windows length is directly related
with maximum speed of significant vocal tract mor-
phology modification [7].

Over each window W;(m, L, A) we consider a
subset of N disjoint subintervals [,, and we denote
with pj.m(I,) the probability that a given d;[k] €
Wj(m, L, A) belongs to one of such subintervals.
Thus, for each window, a set P[j, m] of N probabili-
ties p; m (1) is obtained:

Plj,m] ={pjmIn), n=1,...,N}, €))

where m represents the time—evolution at the consid-
ered scale j.

SN parametriz.
classical
parametrization
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We can compute the information measures over
each window W;(m, L, A) following the seminal
ideas of multiresolution entropies in [3,4]. The Shan-
non entropy [8] can be writen as:

N
Haljm) == pjm(In) In (pjm(In)),
n=1

At each fixed scale j and for each fixed m, the en-
tropy value corresponding to the wavelet coefficients
on the window W;(m, L, A) is computed. The Shan-
non entropy evolution at the time—control m is a ma-
trix CME(a = jo,m) = Hg[j, m|, denoted as the
continuous multiresolution entropy.

The evolution of Tsallis entropy or g—entropy [9],
q # 1, computed over each window of d;[k] is:

N
Hialjom] = (¢ =17 Y (pjm(In) = (jm(La))?).

n=1

CME,(a = j§,m) = H94[j, m] is the corresponding
continuous multiresolution g-entropy matrix.

2.2 Continuous Multiresolution Divergence

In this section, we extend the ideas of multiresolution
entropy to the relative information measures. We use
the Kullback-Leiber distance [10], the relative entropy
associated with Shannon entropy, the g—divergence [2,
11], related with g—entropy, and the Jensen—Shannon
divergence [12], which shares similar properties than
the above mentioned ones.

Having in mind the probability set P[j, m] men-
tioned above (1), corresponding to one window
Wj(m, L,A), we consider now also a second set
Rj,m] = {rjm(n),n = 1,...,N}, where
7j.m(In) corresponds to the probability at the con-
secutive window W;(m + 1,L,A). In this way,
the Kullback—Leiber divergence corresponding to two
consecutive windows can be computed as:

N
=S (11 (P ()
Dqlj,m] = ;pj,m(ln)l <T‘j7m(In)> .

This procedure accomplished for all scales gives the
corresponding continuous multiresolution divergence
matrix CM Dla = jd, m] = Dy[j, m].

In a similar way the relative g—entropy is:

N . a1
D=3t |1 (2220
n=1 e

and the Continuous Multiresolution g—Divergence is
CMDQ[G’ = j57m] = qu[j7m]'
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For the Jensen—Shannon divergence we have:

D75,lj,m) = Ha(wp Plj,m] + mr R[j, m])

— (e Ha(Plj,m])+
7R Ha(Rj,m]) ),

where H,4(-) is the Shannon entropy and 7 represents
the weight assigned to each distribution. We obtain
the Continuous Multiresolution Jensen—Shannon di-
vergence, CMD ;¢ as above.

As an example, we show in Fig. 2 the behavior of
one of this multiresolution divergences while applied
to a speech signal with and without noise. In (a) a part
of the labeled speech signal of sentence: “;Cémo se
llama el mar que bafia Valencia?’ (What is the name
of the sea that border Valencia?) is shown. Fig. 2(b)
shows the scalogram (|d[, k]|?) corresponding to the
signal showed in (a), obtained with the Daubechies
wavelet of order 16. In Fig. 2(c) the corresponding
CMD, is shown, for ¢ = 0.2. Figs. 2(d), 2(e) and
2(f) show results obtained for the same signal but cor-
rupted with additive background conversation noise at
10dB SNR. It can be observed at Figs. 2(c) and (f)
that in this case CMD, has higher values in those
points labeled as transitions from one phoneme to an-
other, both in the clean signal and in the corrupted
one. This result suggests that an appropriate inclusion
of this tool to the model could improve the ASR sys-
tem performance in the presence of noise, making it
more robust.

2.3 Different CME-based parametrization
approaches

Once the multiresolution information measures are
obtained, principal component analysis (PCA) is per-
formed in order to keep a relative low dimension for
the final coefficients vector. It is used here in three dif-
ferent ways, described in what follows for the CME.
This can be easily extended to the other multiresolu-
tion information measures.

Method 1. First PC (PC;): Given CME, we ob-
tain the matrix of principal component as:

Y = Q" (CME)*, )

where (CME)” is the statistical normalized matrix
and Q contain the eigenvector of its correlation ma-
trix.

The element of Y corresponding to the maximum
eigenvalue of ocmg is the principal component and
we denote it as y1[m]. This vector evolve with the
time—control m and it will be concatenated to the clas-
sical MFCC to obtain our new parametrization.
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Method 2. First and second PC (PC15): In method
1 we obtained vector y;[m] from (2). Here we also
obtain the second component of Y, y2[m], which is
associated with the major eigenvalue that follow to
the biggest one. Both elements, y;[m| and ya[m],
are concatenated to the MFCC to generate the new
parametrization vector.

Method 3. Scale dependent PC (PCgsp): For this
case, we consider two submatrices from CME to ap-
ply PCA: UM = {CME*[j§,m], = 1,..., J/2} and
U®? = {CME*[j§,m], j =1+ J/2,...,J}. From
both we have two correlation matrices on which com-
pute its corresponding eigenvalues, the columns of
QW and Q®), respectively. Applying (2) with each
halves of subdivided matrix CME(a, m) we com-
pute YY) and Y@, the corresponding principal com-
ponent matrices. From each one of them we obtain
y&l) [m] and y?) [m], which are concatenated to the
classic MFCC parametrization.

2.4 Automatic speech recognition system:

In order to compare the classical parametrization with
the alternative one proposed here, we build a state of
the art ASR system for Spanish speech corpus [13].

A 3 state semi-continuous HMMs (SCHMMs)
have been used for context-independent phonemes
and silences. Observations probability density func-
tions have been modeled with Gaussian mixtures. A
complete model was built for all the phrases and
four reestimations have been accomplished using the
Baum-Welch algorithm.Parameters tying was accom-
plished using a pool of 200 Gaussians for each model
state. Finally the remaining reestimations have been
computed in order to complete the total of sixteen. For
language modeling, backing-off smoothed bigram-
mars have been estimated with transcriptions of the
training database.

For the reference system, each phrase has been
normalized in mean, pre-emphasized and Hamming
windowed in segments of 25 ms length, shifted 10 ms.
Each segment have been parameterized with 28 coef-
ficients: 13 MFCC, 1 energy coefficient (E) and their
temporal derivatives (A MFCC+AE) [7]. For each of
the methods proposed the following parametrizations
were considered:

PC; method: MFCC+E+y; + AMFCC+AE+Ay;.
PC15 method:MFCC+E+y1 +y2+ AMFCC+AE+Ay;
+Ay2.

PCp method:MFCC+E+y\"+y\?) + AMFCC+AE+

+Ay§1)+Ay§Q).
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Figure 2: (a) Labeled speech signal. (b) Scalogram corresponding to the signal displayed in (a). (c) CM D, (¢ = 0.2)
of scalogram showed in (b). (d) The same signal shown in (a) with additive babble noise (10 dB SNR). (e) Scalogram
corresponding to the signal displayed in (d). (f) CM D, (¢ = 0.2) of scalogram displayed in (e).

2.5 Database and cross validation tests

A subset of the Albayzin speech corpus [14], consist-
ing of 600 sentences, 200 words vocabulary, related to
Spanish geography, was used. Speech utterances, reg-
istered in a recording study, had 3.55 secs. phrase du-
ration average, and they were spoken by 6 males and
6 females from the central area of Spain (average age
31.8 years). In order to test robustness of the ASR sys-
tem, speech signals corrupted with white and babble
noise from the NOISEX-92 database were used [15].
Both noises have been mixed additively with data at
different SNR levels. Data was re—sampled at 8 kHz
and 16 bits of resolution.

Tests were accomplished using the leave-k-out
cross validation method. Ten models were built and
trained with different partitions on the same subset of
data. For each partition, 80% of sentences have been
randomly selected for system training and the remain-
ing 20% has been used for testing. Recognition has
been evaluated computing the word error rate (WER),
considering as errors the word deletion and substitu-
tions [13]. The percentage of relative error improve-
ment has been computed as:

Aeg, = (Eref — €) [€ref,

where ¢ is the WER value of the different methods and
€ref 18 the reference WER of baseline front—end.

3 Results and Discussion

We present and discuss here the results obtained while
comparing the recognition obtained with methods
proposed in this work and classical front—end.

In Fig. 3 we compare the WER obtained with
classical parametrization and with the methods pro-
posed here for different SNR and babble noise. Fig.
3(a) shows the WER percentage obtained with the
methods PC;, PCqi2 and PCgp, when Shannon en-
tropy is concatenated to the MFCC vector. In Fig.
3(b) g—entropy is used. A previous work [2] sug-
gests ¢ = 0.2 as an optimal value for this type of
experiments. Figs. 3(c), 3(d) and 3(e) show the WER
obtained with Kullback-Leiber distance, g—divergence
and Jensen—Shannon divergence respectively. It sug-
gests that the methods PCy2 and PCgp had a better
performance than baseline in the cases (¢), (d) and (e).
In the case of Kullback-Leiber distance (c) we can ob-
serve that, when the parametrization of method PCgp
is applied, its word recognition error is under the one
of baseline for SNR equal and less than 15 dB.

Fig. 4 shows the WER obtained with classical
parametrization vs. the methods proposed in this work
for white noise at different SNRs, in similar way as the
previous figure. In this case, the method PCsp dis-
plays an error rate lower than the one obtained for the
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Figure 3: Word error rate of ASR system vs. SNR using signals corrupted with babble additive noise. Comparison between
the classical pre—processing (solid line) and the proposed methods: PC1, PC15, PCgp, computed with (a) Shannon entropy, (b)
g—entropy, with ¢ = 0.2, (c) Kullback-Leiber distance, (d) g—divergence, with ¢ = 0.2, and (e) Jensen—Shannon divergence.

classical parametrization, in particular for 5, 10 and
15 dB SNRs. We can appreciate that Kullback-Leiber
distance (c) displays the best performance, especially
for low SNRs (less than 10 dB for method PC; and
less than 15 dB for the other methods). For high SNRs
the recognition rates are near the baseline.

Comparing Figs. 3 and 4, (d) and(e), we observe
that the system’s performance was similar for the three
proposed methods. Nevertheless, given that babble
noise is less stationary than white noise, and recalling
that we are computing the relative entropies between
consecutive temporal windows, it is not surprising that
the relative measures behave better than the Shannon
and Tsallis entropies when babble noise is added to
the signal.

Previous results suggest that method PCgp of-
fers the best performance in combination with rela-
tive information measures. This could be related to
the characteristics of C'M D, already observed in Fig.
2, where the structures belonging to speech signal are
mainly at the lowest scales. In presence of noise the
structures at the higher scales are highly modified,
suggesting that babble noise information is more con-
centrated at these scales.

From the point of view of PCA, in method PCy,
when we only take into account one global princi-
pal component, the raw signal information and the
noise information are simultaneously included, and
provided in the vector of coefficients and the system

cannot discriminate between them. In method PCo,
when first and second principal components are used,
we could expect that the information not provided by
the first PC could appear in the second one, giving ad-
ditional information, but it is still not well established
which one corresponds to the speech signal. This am-
biguity appears to be solved by the third method here
proposed.

4 Conclusions

In this this work we have introduced information
measures, computed in time—scale plane, in the
parametrization of an ASR system. Methods pro-
posed here were tested with speech signals cor-
rupted with babble and white noise. Performance of
these approaches was compared with classical MFCC
parametrization. Method PCgp provided an increase
on recognition rates over the baseline. This behav-
ior was observed both in babble and white noise, spe-
cially for 15, 10 and 5 dB SNRs and for the relative
information measures.

The results obtained not only overcome the base-
line but also those reached in a previous work of some
of the authors [2], where similar information measures
were used, but only in time domain.

These results suggest that these CME related
measures provide valuable information to the ASR
system in order to perform the recognition. Because
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Figure 4: Word error rate of ASR system vs. SNR using signals corrupted with white additive noise. Comparison between the
classical pre—processing (solid line) and the proposed methods: PC;, PC;5, PCgp, computed with (a) Shannon entropy, (b)
g—entropy, with ¢ = 0.2, (c) Kullback-Leiber distance, (d) g—divergence, with ¢ = 0.2, and (e) Jensen—Shannon divergence.

of that they could be consided to be included as an
extra component in a pre—processing stage.
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