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Abstract: - A nonconvex optimal control problem is considered, for systems governed by a parabolic partial 
differential equation, nonlinear in the state and control variables, with control and state constraints. Since this 
problem may have no classical solutions, it is reformulated in the relaxed form. The relaxed problem is 
discretized by using a finite element method in space and an implicit theta-scheme in time, while the controls 
are approximated by blockwise constant relaxed controls. Results are obtained on the behavior in the limit of 
discrete optimality, and of discrete admissibility and extremality. We then propose a penalized conditional 
descent method, applied to the discrete relaxed problem, and a progressively refining version of this method, 
applied to the continuous relaxed problem, that reduces computing time and memory. The behavior in the 
limit of sequences constructed by these methods is examined. Finally, numerical examples are given. 
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1   Introduction 
A nonconvex optimal control problem is considered, 
for systems governed by a parabolic partial 
differential equation, nonlinear in the state and 
control variables, with control and state constraints. 
Since this problem may have no classical solutions, 
it is reformulated in the relaxed form. The relaxed 
problem is discretized by using a Galerkin finite 
element method with continuous piecewise linear, or 
multilinear, basis functions in space and an implicit 
theta-scheme in time for space approximation, while 
the controls are approximated by blockwise constant 
relaxed controls. It is shown that, under appropriate 
assumptions, the relaxed accumulation points of 
sequences of optimal (resp. admissible and extremal) 
discrete relaxed controls are optimal (resp. 
admissible and extremal) for the continuous relaxed 
problem. We then propose a penalized conditional 
descent method, applied to the discrete relaxed 
problem, and a corresponding mixed discretization-
optimization method, applied to the continuous 
relaxed problem, that progressively refines the 
discretization during the iterations, thus reducing 
computing time and memory. The result here is that 
the accumulation points of sequences generated by 
the first (resp. second) method are admissible and 
extremal for the discrete (resp. continuous) relaxed 
problem. The computed Gamkrelidze relaxed 
controls can then be approximated by piecewise 

constant classical ones using a simple procedure. 
Finally, numerical examples are given. For 
approximation and optimization methods in 
nonconvex optimal control and variational problems, 
see [1,3-8,10,11,14], and the references therein. 
 
 
2 The continuous optimal control 
problems 
Let Ω  be a bounded domain in , with boundary d

Γ , : (0, )I T= , T < ∞ , an interval, and consider the 
semilinear parabolic state equation 
(1)   0( ) ( , ) ( , , ( , ), ( , ))T

ty A t y a x t y b x t y x t w x t+ + ∇ +
       ( , , ( , ), ( , ))f x t y x t w x t=  in  : ,Q I= Ω×

(2)  ( , ) 0y x t =  on : ,IΣ = Γ×   in 0( ,0) ( )y x y x= ,Ω  
where  is the second order elliptic operator  ( )A t

(3)  
1 1

( ) : [ ( , ) ].
d d

ij
j i i j

yA t y a x t
x x= =

∂ ∂
= −

∂ ∂∑∑  

This equation will be interpreted in the weak form 
(4)   0, ( , , ) ( ( ) , ) ( ( , , ), )T

ty v a t y v a t y b t y w v< > + + ∇ +
      ( ( , , ), )f t y w v= , ,v V∀ ∈   a.e. in , ( )y t V∈ I
      0(0) ,y y=
where ,< ⋅ ⋅ >  denotes the duality bracket between 
the dual  and V H*V 1

0: ( )= Ω ( , )⋅ ⋅,  the usual inner 
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product on , and  the usual bilinear 
form on V  associated with  

2 ( )L Ω ( , , )a t ⋅ ⋅
V× ( )A t

(5)  
1 1

( , , ) : ( , ) .
d d

ij
j i i j

y va t y v a x t dx
x xΩ

= =

∂ ∂
=

∂ ∂∑∑∫  

Define the set of classical controls 
(6)  : { : measurable}W w Q U w= → , 
where  is a compact, not necessarily convex, 
subset of , and the functionals 

U
'd

(7)    ( ) : ( , , , ) ,m mQ
G w g x t y w dxdt= ∫ 0,..., .m q=

The continuous classical optimal control problem is 
to minimize  subject to the constraints 0 ( )G w
(8)  , , w W∈ ( ) 0mG w = 1,...,m p= , 
(9) , . ( ) 0mG w ≤ 1,...,m p q= +
      It is well known that the classical problem may 
have no solutions. Next, define the set of relaxed 
controls (for the relevant theory, see [13,12]) 
(10) 1: { : ( ) weakly measurable}R r Q M U r= →  
         1( , ( )) ( , ( ))*,wL Q M U L Q C U∞⊂ ≡
where ( )M U  (resp. 1( )M U ) is the set of Radon 
(resp. probability) measures on U . The set R  is 
endowed with the relative weak star topology of 

. The set 1( , ( )) *L Q C U R  is convex, metrizable and 
compact. If every classical control  is identified 
with its associated Dirac relaxed control 

( )w ⋅

( )( ) wr δ ⋅⋅ = , 
then  may be regarded as a subset of W R , and W  
is thus dense in R . For  (or 1( , ( ))L Q C Uφ ∈

( , ; )B Q Uφ ∈ , where ( , ; )B Q U  is the set of 
Caratheodory functions in the sense of Warga [13]) 
and , we shall write for simplicity r R∈
(11) ( , , ( , )) : ( , , ) ( , )( ).

U
x t r x t x t u r x t duφ φ= ∫  

The continuous relaxed optimal control problem is 
then defined by replacing w  by r  (with the above 
notation) and W  by R  in the classical problem. 
      The results of this paper can be proved by using 
the techniques of [2,3,5-7,13]. 
      We shall make the following assumptions. The 
boundary  is Lipschitz if ; else, Γ  is  and 

. The  satisfy the ellipticity condition 
Γ 0b = 1C

3n ≤ ija

(12)  , ,  in , 2
0

1 1 1

( , ) ,
d d d

ij i j i
j i i

a x t z z zα
= = =

≥∑∑ ∑ i jz z∀ ∈ Q

with 0 0α > , . We have , 
and the functions , , , 

( )ija L Q∞∈ 0 ( )da L Q∞∈

,b f mg ,y yb f ,m myg g  are 
defined on  measurable for fixed ( , 
continuous for fixed (

,Q U× × , )y u
, )x t , and satisfy the conditions 

(13) 2( , , , ) ( , ) ,b x t y u x t yφ β≤ +   , ( , , , ) 0b x t y u y ≥

(14) ( , , , ) ( , ) ,f x t y u x t yψ γ≤ +  
       ( , , , ) ,x t y u Q U∀ ∈ × ×  
(15) ( , , , ) ( , , ', ) ' ,f x t y u f x t y u L y y− ≤ −  
        2( , , , ', )x t y y u Q U∀ ∈ × × , 
(16) ( , , , ) ( , , ', )b x t y u b x t y u≤ , 
        2( , , , ', )x t y y u Q U∀ ∈ × × ,  with , 'y y≤

(17) 2( , , , ) ( , ) ,m m mg x t y u x t yζ δ≤ +        

        ( , , , ) ( , )yb x t y u x t yξ η≤ + ,  1( , , , ) ,yf x t y u L≤  

        1 1( , , , ) ( , ) ,my m mg x t y u x t yζ δ≤ +  
        ( , , , ) ,x t y u Q U∀ ∈ × ×  
where , ,  2

1, , , ( )m L Qφ ψ ξ ζ ∈ 1( )m L Qζ ∈ , , 0β γ η ≥ , 

1 2, , 0m m mδ δ δ ≥ . 
      For every control r R∈  and , the 
relaxed state equation has a unique solution 

0 2 ( )y L∈ Ω
: ry y=  

such that , ; moreover,  
is essentially equal to a function in 

2 ( , )y L I V∈ 2 ( , *)ty L I V∈ y
2( , ( ))C I L Ω . 

 
Theorem 1 (Continuity - Existence) The operator 

, from rr ya R  to , and to 2 ( , )L I V 2 4( , ( ))L I L Ω  if 
0b ≠ , and the functionals , ( )mr G ra 0,...,m q= , 

from R  to , are continuous. If the relaxed 
problem is feasible, then it has a solution. 
 
Lemma 1 (Functional Directional Derivative) 
Dropping the index  in the functionals, the 
directional derivative of G  is given, for 

m
, 'r r R∈ , by 

(18) 
0

( ( ' )) (( , ' ) : lim G r r r G rDG r r r
ε

)ε
ε+→

+ − −
− =  

(19)  ( , , , , '( , ) ( , )) ,
Q

H x t y z r x t r x t dxdt= −∫
where the Hamiltonian  is defined by H
(20)  ( , , , , )H x t y z u
       : [ ( , , , ) ( , , , )] ( , , , ),z f x t y u b x t y u g x t y u= − +  
and the adjoint state  satisfies the linear 
adjoint equation 

: rz z=

(21) , ( , , ) ( ( , ), )t yz v a t v z zb y r v− < > + +  
        ( ( , ) ( , ), ),y yzf y r g y r v= +   ,v V∀ ∈ ( )z t V∈ , 
        a.e. in  ,I ( ) 0z T = , 
with : ry y= . The mappings , from rr za R  to 

, and , from 2 ( )L Q ( , ') ( , ' )r r DG r r r−a R R×  to 
, are continuous. 

 
Theorem 2 (Optimality Conditions) If r R∈  is 
optimal for either the relaxed or the classical optimal 
control problem, then  is extremal, i.e. there exist r
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multipliers mλ ∈ , , with 0,...,m = q 0 0λ ≥ , 

0mλ ≥ , , 1,...,m p q= +
0

1
q

m
m

λ
=

=∑ , such that 

(22)   
0

( , ' ) 0,
q

m m
m

DG r r rλ
=

− ≥∑ 'r R∀ ∈ ,

(23) ( ) 0,m mG rλ =  ,  1,...,m p q= +
        (transversality conditions). 
The global condition (22) is equivalent to the strong 
relaxed pointwise minimum principle 
(24)  ( , , ( , ), ( , ), ( , ))H x t y x t z x t r x t
        a.e. in Q , min ( , , ( , ), ( , ), ),

u U
H x t y x t z x t u

∈
=

where the complete Hamiltonian  and adjoint  

are defined with . 

H z

0
:

q

m m
m

g gλ
=

= ∑
 
 
3   Discretization 
We suppose now that  is appropriately piecewise 

 if ,  is  and  if ,  are 
independent of  (for simplicity),  is symmetric if 

Γ
1C 0b = Γ 1C 3n ≤ 0b ≠ 0,a a

t a
1θ ≠  in the θ -scheme below, , , ,y ub b b , ,y uf f f , 

, ,m my mug g g  are continuous (possibly finitely t -
piecewise) on the closure of their domains of 
definition, and . For each , let 0y V∈ 0n ≥ nΩ  be a 
subdomain of  with polyhedral boundary Ω nΓ  such 
that ,  an admissible 
regular quasi-uniform partition of 

dist( , ) ( )n no hΓ Γ = 1{ }
nn M

i iE =
nΩ  into closed 

elements (e.g. -simplices), with 
 as , and 

d
max [diam( )] 0n n

i ih E= → n →∞ 1{ }
nn N

j jI = , a 

subdivision of the interval I  into closed intervals 
1[ ,n n n ]j j jI t t−= , of equal length , with  as 

. Define the blocks , and the 

subspace  of functions that are continuous 
on 

nt∆ 0nt∆ →

n →∞ n n
ij i jQ E I= × n

nV V⊂
Ω , are multilinear (linear, for -simplices) on 

each 
d

n
iE , and vanish on nΩ−Ω . Let  be any 

given fixed point in U . The set of discrete classical 
controls  is the subset of classical controls 
that are constant on the interior of each block  

and equal to  on 

0u

nW W⊂
n
ijQ

0u ( nQ I− ×Ω ) . The set of discrete 
relaxed controls nR R⊂  is the subset of relaxed 
controls that are equal to a constant measure in 

1( )M U  on the interior of each block  and equal 

to 

n
ijQ

0uδ  on ( nQ I− ×Ω )

n

. Clearly, we have W R . n n⊂

      For a given discrete control , and nr R∈
[1/ 2,1]θ ∈  if 0b = , 1θ =  if 0b ≠ , the 

corresponding discrete state  is 
given by the discrete state equation (implicit 

0: ( ,..., )n n n
Ny y y=

θ -
scheme) 
(25)  1(1/ )( , ) ( , )n n n n

j j jt y y v a y vθ−∆ − +

        ( ( , , ), ) ( ( , , ), ),n n n n n n
j j j j j jb t y r v f t y r vθ θ θ θ+ =

        ,nv V∀ ∈ 1,..., ,j N=  
(26) 0

0 1( , ) 0,ny y v− = ,nv V∀ ∈  
(27)  ,n n

jy V∈ 1,...,j N= , 

(28) 1: (1 ) ,n n n
j j jy yθ θ θ−= − + 1: (1 )n n ny   j j jt t tθ θ θ−= − + . 

If 'nt c∆ ≤  (resp. ), for some  
sufficiently small, independent of  and , if 

2'( )n nt c h∆ ≤ 'c
n nr 0b =  

(resp. 0b ≠ ), then, for every  and every control 
, the discrete state equation has a unique solution 
 such that 

n
nr
ny n

jy c≤ , , with c  

independent of  and . The solution 

0,...,j = N

n nr n
jy  can be 

computed by the predictor-corrector method, using 
the linearized semi-implicit predictor scheme. 
      The discrete control constraint is  and the 
discrete functionals are 

nr R∈ n

j(29)   
1

0

( ) : ( , , ) ,
N

n n n n n n
m m j j

j

G r t g t y r dxθ θ

−

Ω
=

= ∆ ∑∫
       0,..., .m q=  
The discrete state constraints are either of the two 
following ones 
(30) Case (a)   ( ) ,n n n

m mG r ε≤   1,..., ,m p=

(31) Case (b)   ( ) ,n n n
m mG r ε=   1,..., ,m p=

and 
(32) ( ) ,n n n

m mG r ε≤    0,n
mε ≥ 1,..., ,m p q= +

where the feasibility perturbations n
mε  are given 

numbers converging to zero, to be defined later. The 
discrete cost functional to be minimized is . 0 ( )n nG r
 
Theorem 3 (Discrete Continuity - Existence) The 
mappings n n

jr ya  and , defined on ( )n n
mr G ra n

nR , are continuous. If any of the discrete problems 
is feasible, then it has a solution. 
 
Lemma 2 (Discrete Functional Directional 
Derivative) Dropping , the directional derivative 
of the functional  is given, for , by 

m
nG , 'n nr r R∈ n

(33) ( , ' )n n n nDG r r r−  

       , 
1

,1
0

( , , , ' )
N

n n n n n n
j j j j j

j
t H t y z r rθ θ θ

−

−Ω
=

= ∆ −∑∫ dx
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where the discrete adjoint  is given by the linear 
adjoint scheme 

nz

(34)  1(1/ )( , )n n n
j jt z z v−− ∆ −

       ,1 ,1( , ) ( ( , , ), )n n n n n
j j y j j ja v z z b t y r vθ θ θ θ− −+ +

       ,1( ( , , ) ( , , ), )n n n n n n n
j y j j j y j j jz f t y r g t y r vθ θ θ θ θ−= + ,

        ,nv V∀ ∈ ,...,1,j N= 0,n
Nz =   ,n n

jz V∈

which has a unique solution 1
n
jz −  for each j , for nt∆  

sufficiently small. Moreover, the mappings  
and  are continuous. 

nr za n

n

q

( , ' ) ( , ' )n n n n n nr r DG r r r−a

 
Theorem 4 (Discrete Optimality Conditions) If 

 is optimal for the discrete problem (state 
constraints Case (b)), then  is extremal, i.e. there 
exist multipliers , , with , 

, , 

nr R∈
nr

n
mλ ∈ 0,...,m = 0n

mλ ≥

0n
mλ ≥ 1,...,m p q= +

0
1

q
n
m

m
λ

=

=∑ , such that 

(35)  
0

( , ' )
q

n n n n n
m m

m
DG r r rλ

=

−∑

      , ,1
1

( , , , , ' ) 0
N

n n n n n n n n
j j j j j j

j

t H t y y z r r dxθ θ θ θ−Ω
=

= ∆ ∇ − ≥∑∫
       ' ,n nr R∀ ∈
(36)  [ ( ) ] 0,n n n

m m mG rλ ε− = 1,..., ,m p q= +  

where  and  are defined with nH nz
0

:
q

n
m m

m
g gλ

=

= ∑ . 

The condition (35) is equivalent to the strong 
discrete blockwise minimum principle 
(37)  ,1( , , , , )n n n n n n

j j j j ijH t y y z r dxθ θ θ−Ω
∇∫

       ,1min ( , , , , )n n n n n
j j j ju U

H t y y z u dxθ θ θ θ−Ω∈
= ∇∫ , 

       ,  1,...,i M= 1,..., .j N=
 
 
4   Behavior in the limit 
Proposition 1 (Control Approximation) For every 

, there exists a sequence  that 
converges to  in 
r R∈ ( )n nw W R∈ ⊂

r R . 
 
Lemma 3 (Stability) If  is sufficiently small, for 
every , the following inequalities hold, 
where the constants  are independent of  and  

t∆
nr R∈ n

c n nr

(38) ,n
ky c≤    0,..., ,k N=

2

1
1

,
N

n n
j j

j

y y c−
=

− ≤∑   

(39) 
2

1
1

,
N

n n
j

j

t y θ
=

∆ ≤∑ c   

(40) 
2

1
0

N
n n

j
j

t y
=

c∆ ≤∑  (under the condition 

       , for some constant  independent 2( )n nt C h∆ ≤ C
        of , if n 1/ 2θ = ), 

(41) 
2

1 1
1

N
n

j j
j

t y y −
=

c∆ − ≤∑  (under the condition 

        ). 2( )n nt C h∆ ≤
 
      For given values  in a vector space, 
define the piecewise constant and continuous 
piecewise linear functions 

0 ,..., Nv v

(42) 1( ) : ,jv t v− −=  ( ) : ,jv t v+ =     

(43) 1( ) : (1 ) ,j jv t v vθ θ θ−= − +   ,
o
n
jt I∈

(44) 1
^ 1 1j( ) : ( ),

n
j

j jn

t t
v v v

t
−

− −

−
= + −

∆

o
nv t  jt I∈ . 

If 0b =  (resp. 0b ≠ ), we suppose in what follows 
that nt C∆ ≤  (resp. ), with C  
sufficiently small. 

2( )n nt C h∆ ≤

 
Lemma 4 (Consistency) (i) If  in nr r→ R , then the 
corresponding discrete states  converge 
to  in 

^ , , ,n n n ny y y y+ + +

ry 2 4( , ( ))L I L Ω  (resp ) strongly if 2 ( )L Q 0b ≠  
(resp. 0b = ),  in  strongly, and 

, 

n
ryθ → y 2 ( , )L I V

lim ( ) ( )n n
m mn

G r G r
→∞

= 0,..., .m q=  

(ii) If  in nr → r R , then the corresponding discrete 
adjoint states  converge to  in 1, , ,n n n nz z z zθ− + − ^ rz

2 4( , ( ))L I L Ω  (resp. ) strongly if 2 ( )L Q 0b ≠  (resp. 
0b = ), and  in  strongly. If 

 and , then, for  
1
n

rz θ− → z
r r

2 ( , )L I V
nr → ' 'nr → 0,...,m q=

(45) lim ( , ' ) ( , ' )n n n n
m mn

DG r r r DG r r r
→∞

− = − . 
 
      In what follows, we suppose that the continuous 
relaxed problem is feasible. The following theorem 
addresses the behavior in the limit of optimal 
discrete controls. 
  
Theorem 5 In the presence of state constraints, 
suppose that the sequences ( )n

mε  in the discrete state 
constraints, Case (a), converge to zero and satisfy 
(46) ( ) ,n n n

m mG r ε≤%  1,..., ,m p=  

(47) ( ) ,n n n
m mG r ε≤%    0,n

mε ≥ 1,..., ,m p q= +

for every , where (  is a sequence 
converging in 

n )n nr R∈%

R  to an optimal control  of the 
relaxed problem. For each , let  be optimal for 

r R∈%
n nr
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the discrete problem, Case (a). Then every relaxed 
accumulation point of  is optimal for the 
continuous relaxed problem. 

( )nr

 
      Next, we examine the behavior in the limit of 
extremal discrete controls. Consider the discrete 
problem with state constraints, Case (b). Sequences 
of perturbations ( )n

mε , converging to zero and such 
that the discrete problem is feasible for every , can 
be constructed as follows. Let  be any 
solution of the problem without state constraints 

n
'nr R∈ n

m

n n
m mG rε = 1,..., ,m p=

m mG rε = 1,..., .m p q= +

q

(48)        2 2

1 1
: min{ [ ( )] [max(0, ( ))] },

n n

p q
n n n n n

m
r R p

c G r G r
∈ +

= +∑ ∑  

and set 
(49) ,   : ( ' )n

(50) ,  : max(0, ( ' ))n n n

It can be easily shown that , hence , 
. Then clearly the discrete problem, Case 

(b), for these 

0nc → 0n
mε →

1,...,m =
n
mε , is feasible for every .  n

      In what follows, we suppose that the n
mε  are 

chosen as in the above minimum feasibility 
procedure.  
 
Theorem 6 For each n , let  be admissible and 
extremal for the discrete problem, Case (b). Then 
every accumulation point of (  in 

nr

)nr R  is admissible 
and extremal for the continuous relaxed problem. 
 
 
5   Discrete penalized descent methods 
Let , , be positive increasing 
sequences such that  as , and define 
the penalized discrete functionals 

( )l
mM 1,...,m = q

l
mM →∞ l →∞

(51)  2
0

1
( ) : ( ) { [ ( )]

p
nl n n n l n n

m m
m

G r G r M G r
=

= + ∑

       . 2

1
[max(0, ( ))] }/ 2

q
l n n
m m

m p
M G r

= +

+ ∑
Let , and let ', ' (0,1)b c ∈ ( )lβ , ( )kζ  be positive 
sequences, with ( )lβ  decreasing and converging to 
zero, and 1kζ ≤ . The algorithm described below 
contains two versions. In the progressively refining 
version, we suppose that the (possibly) finer 
discretization for  is defined by subdividing the 
elements 

1n +
n
iE  into subelements and by slightly (up to 

, as  is  or piecewise ) transforming 
the resulting boundary elements, if necessary, so as 
to fit , and then by setting 

( )no h Γ 1C 1C

1n+Γ 1n nN Nκ+ = , for 

some integer 2κ ≥ . The discrete relaxed penalized 
conditional descent methods are described by the 
following algorithm. 
  
Algorithm 
Step 1. Set : 0k = , : 1l = , choose an  and . n 1

0
n nr R∈

Step 2. Find  such that nl n
kr R∈

(52) : ( ,nl nl nl nl
k k kd DG r r r= − )k  

        
'
min ( , ' ).

n n

nl nl n nl
k k

r R
DG r r r

∈
= −

Step 3. If l
kd β> , go to Step 4. 

Else, set :nl nl
kr r= , :nl nl

kr r= , , and: :l
kd d=

Version A: Set , 1 :n l nl
k kr r+ = . 

Version B: If the discretization for  is finer, set 1n +
: nl

k kr r=%  and define 1, 1n l
kr
+ +  as the modified control 

resulting from  after the slight transformation in 
the construction of the new boundary elements 

kr%
1n

iE + ; 
else, set 1, 1 :n l nl

k kr + + r= .  Set .  : 1n n= +
In both versions, set : 1l l= +  and go to Step 2.  
Step 4. (Modified Armijo Step Search) Find the 
lowest integer value , say s∈ s , such that 

 and ( ) : ' (0,1]s
ks cα ζ= ∈ ( )sα  satisfies  

(53) , ( ( )( )) ( ) ( ) 'n n n n n n
k k k kG w s v w G w s b dα α+ − − ≤ k

and then set : (k )sα α= . 
Step 5. Choose any  such that 1

nl n
kr R+ ∈

(54) 1( ) ( ( )( )),nl nl nl nl nl nl
k k kG r G r s r rα+ ≤ + − k

1
 

set :k k= +  and go to Step 2. 
 
      This Algorithm contains two versions: 
Version A:  is a constant integer chosen in Step 1, 
i.e. a fixed discretization is chosen and the , 

n
n
mG

1,...,m q= , are replaced by :n n
m mG G n

mε= −% . 
Version B: This is a progressively refining discrete 
method, i.e. , in which case we can set n →∞ 1n =  
in Step 1, hence n l=  in the Algorithm. 
      Version B has the advantage of reducing 
computing time and memory, and also of avoiding 
the computation of minimum feasibility 
perturbations n

mε . It is justified by the fact that finer 
discretizations become progressively more essential 
as the iterate gets closer to an extremal control. 
      One can see that a classical control nl

kr  can be 
found in Step 2 by minimizing in u  the integral 
(practically using a numerical integration rule)  

U∈

(55)  ,1( , , , , )
n
i

n nl nl
j j jE

H t x y z u dxdtθ θ θ−∫
independently for each , . On 
the other hand, since clearly  and 

1,...,i M= 1,...,j = N
0kd ≤ ' (0,1)b ∈ , 
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by the definition of the directional derivative the 
Armijo step kα  in Step 4 can be found for every . k
      With  as defined in Step 3, define the 
sequences of multipliers 

nlr

(56) : ( ),nl l n nl
m m mM G rλ = 1,..., ,m p=     

(57)   : max(0, ( )),nl l n nl
m m mM G rλ = 1,..., ,m p q= +

 
Theorem 7 (i) In Version B, let  be a 
subsequence, regarded as a sequence in 

( )nlr
R , of the 

sequence generated by the Algorithm in Step 3 that 
converges to some  in r R , as . If the 
sequences 

,n l →∞
( nl

m )λ  are bounded, then  is admissible 
and extremal for the continuous relaxed problem. 

r

(ii) In Version A, let ( ,  fixed, be a 
subsequence of the sequence generated by the 
Algorithm in Step 3 that converges to some 

)nlr n

n nr R∈  
as . If the sequences (l →∞ )nl

mλ  are bounded, then 
 is admissible and extremal for the discrete 

problem. 
nr

 
Implementation of the Algorithm 
The Algorithm can be practically implemented as 
follows. Suppose that the integrals on Ω  involved in 
the discrete equations and the functionals are 
numerically calculated using an -node integration 
rule. Choosing the initial discrete control  in Step 
1 to be of Gamkrelidze type, i.e. equal on each block 

 to a convex combination of  Dirac 
measures on U  concentrated at  points 
of , and since the control 

s
1

0
nr

n
ijQ ( 1) 1s q+ + +

( 1) 1s q+ + +

U nl
kr  in Step 2 is chosen 

to be classical (see above), it can then be shown by 
induction that the control  computed in the 
Algorithm is also of Gamkrelidze type, for every . 
A discrete Gamkrelidze control  (Step 3) 
thus computed can then be approximated, and 
practically simulated, by a classical one  by 
subdividing each interval 

nl
kr

k
:nl nl

kr r=

nlw
n
jI  into subintervals n

jI µ  of 
lengths proportional to the Gamkrelidze coefficients 
of , and then defining  to be equal, 
successively on the sub-blocks 

nlr nlw
n n
i jE I µ× , for each 

fixed , to the classical controls defining  (for 
more details, see [6]).  

,i j nlr

 
 
6   Numerical examples 
Example 1. Let . Define the functions : : (0,1)IΩ = =

(58) 
1, if 0 0.5

( ) :
1 2( 0.5)(0.2 0.4), if 0.5 1

t
w x

t x
≤ ≤⎧

= ⎨ t− − + <⎩ ≤
  

(59) ( ) : (1 ) ,ty x x x e−= −  
and consider the problem with state equation 
(60) 0.5 (1 )t xxy y y y w w y− + + + −      
       0.5 [ (1 ) 2] ty y y x x e−= + + − − +  
       sin sin 3( )y y w w+ − + −  in Q , 
(61) ( , ) 0y x t =  on Σ ,   in (0, ) (1 )y x x x= − Ω , 
nonconvex control constraint set 
(62) : [0,0.25] [0.75,1]U = ∪    
       (or : {0,1}U = , two values, on/off type control), 
and nonconvex cost functional to be minimized 
(63) 2 2

0 ( ) : [0.5( ) ( 0.5) 0.25] .
Q

G u y y w dxdt= − − − +∫  

One can easily verify that the unique optimal relaxed 
control  is given by r
(64) ( , ){1}: ( , )r x t w x t= ,   ( , ){0}: 1 ( , ){1},r x t r x t= −
with optimal state y  and cost 0, and we see that  
is concentrated at the two points 1 and 0;  is 
classical for 

r
r

(0,0.5)t∈ , and non-classical otherwise. 
Note also that the optimal cost 0 can be 
approximated as closely as desired by using a 
classical control, as W  is dense in R , but clearly 
cannot be attained for such a control. The Algorithm, 
without penalties (no index l ), was applied to this 
problem using the midpoint integration rule on each 
interval n

iE , with step sizes , 1/ 96h t= ∆ = 1θ = , 
and ' ' 0.5b c= = . After 90 iterations in , we 
obtained the results 

k

(65) 6
0 ( ) 3.204 10 ,n n

kG r −= ⋅  51.020 10kd −= − ⋅ ,    
       35.752 10kη

−= ⋅ , 
where  was defined in the Algorithm and kd kη  is 
the discrete state maximum error at the points 
( , )ih j t∆ . Fig.1 shows the last relaxed control 
probability function 1( , ) : ( , ){1}n

kp x t r x t= .  
Example 2. Introducing the state constraint 
(66) 1( ) : 0,

Q
G w y dxdt= =∫  

in Example 1, and applying here the penalized 
Algorithm with the same parameters, we obtained 
after 180 iterations in  the results k
(67)     3

0 ( ) 6.788323790 10 ,n nl
kG r −= ⋅

        7
1 ( ) 7.607 10 ,n nl

kG r −= ⋅ 31.388 10 .kd −= − ⋅  
Fig.2 shows the last relaxed control probability 

1( , ) : ( , ){1}nl
kp x t r x t=  and Fig.3 shows the last state. 
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Finally, the progressively refining version of the 
algorithm was also applied to the above problems, 
with successive step sizes , 
in 3 equal iteration periods, and yielded results of 
similar accuracy, but required here less than half the 
computing time. Similar results were also obtained 
using the simulation of the last computed relaxed 
controls by classical ones (see end of Section 5). 

1/ 24,1/ 48,1/ 96h t= ∆ =
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