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Abstract: - A characterization of Drazin inverse of Toeplitz and Hankel matrices over a field is presented which
provide an algorithm to compute this generalized inverse by a finite number of defined operations. The results
are an application of the peculiar properties of those structured matrices together with recent results for matrices
over arbitrary rings, showing that Drazin inverse preserves some spectral relations.
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1 Introduction

It is known from the literature that the Moore-
Penrose inverse and other related pseudo-inverses
provide a solution, or least square solution, for a
system of linear algebraic equations , but they are not
spectral inverses, i.e. they do not keep some spectral
properties. However, it is known that Drazin inverses
are spectral inverses which provide solutions for
systems of linear differential [5] and linear difference
[2] equations and which have many other applications
[3]. This facts and the potential of structured
matrices’ properties played an important role in the
motivation of this work.

Let K be a field and let ;1 be a linear

transformation on K ”. We recall that the smallest
non negative integer / such that

K" =R(A’]+N(A’J is called the index of A,

and we’'ll denote it by ind(;i) . Hence , if A is the

nXn matrix of A, we have the following
equivalent algebraic definition.

1.1 Definition . A4 is said to have Drazin index [ if [
is the smallest natural number such that

rank(Al ) = rank(A"™).
- It is clear that if ;4 is nonsingular then
ind(4)=0.

1.2 Definition. An nXnmatrix over K is said
Drazin invertible if there exists a (unique) solution

A" of the system of equations

A'x4=4" (1"
XAX =X 2)
AX=X4 . 3)

Then A" is called the Drazin inverse of 4 .
-If 1=1then A" is called the group inverse of
A, and is denoted by A”.

We recall that if /=1, a solution of the equations
(1", (2) and (3) is a commuting (1,2)-inverse of A.
Moreover, if there exists X such that

AXA= A 1
then A4 is von Neumann regular, and we write
X =A4" asan (1)-inverse of 4.

It is clear that if 4 is von Neumann regular, then A
is also (1,2)-invertible.

For the basic theory on generalized inverses we
refer [1].

In the following we denote by rank(A) the
determinantal rank of A and by
Iéllil,u-,ip/jl,u-,jq J the pXq submatrix of A taken

from the 7, <---<i, rows and the j, <---<]j,

columns. Other very common notations are omitted.

2 Drazin inverse of Hankel matrices
Let

H=(h)=(h,;), 0<i;j<n-1h ek,

be the nXn matrix of an Hankel form [7],

i+j
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hy b h,,
H — 1 hZ hn
hn—l hn e h2n—2

Let rank(H) = p and let r be the order of the
last principal minor
det(H ) =det H[l, -+, /1, ]
which is different from zero.
Let k =p—r.

2.1 Definition r is called the r-characteristic of H ,
0<r<p, and (rk) is said to be the (k-
characteristic of H .

2.2 Remark To compute » with Matlab , do
functionr = rCaracteristica( A),

fori=1:size(H,1),
r(i,2) =det(H(1:4,1:1)),
r(i,l) =1,

end

Moreover, from Frobenius Theorem [6] it follows

that
Hr Hr k
D, ., =det T %0,
Hk,r Hk,k
where

Hr,k =H[l,-..,r/n—k+1,...’n]=HkT’r
and
H,, =H[n—k+1,...,n/n—k+1,...,n]_

Consequently, H has a full rank decomposition
H :=EF such as

I O
r [H[l,"',r/l,'",n]

H=|X Y 4)
H[n—k+1,---,n/1,---,n]
o I,

where
[x Y]=H[r+1,-n—k/1,-n|W ",

with W, as a right inverse of F.

In the following we’ll call the full rank
factorization (4) a Frobenius’ full rank factorization .

2.3 Proposition Let H be a singular nXn Hankel
matrix with rank p and with r- characteristic.

(i) If r =p, then ind(H)=1 if and only if
Ir+XTX is non singular.

(ii) ind(H)= ind[ H (I, + X" X)]+1.
Proof. () If p=r, then

I
H:{ '}H[l,m,r/l,m,n]:EF,
X

with
-1
X = H[n—r+l,-~-,n/l,~-~,n]{H’ +T]
V4
T=—H 'H[l,--,r/n—r+1,--,n]Z,
Z arbitrary.

Since E has full column rank and F has full row
rank, there are E', F,

I

' respectively, a left and a
right inverse, such that
E'H’F ™' =FE.

Consequently, rank (H*) = rank (FE).

Therefore we have ind(H)=1 if and only if
rank(H)= rank(FE).

Finally , since

FE=H +H[l,---,r/in—r+1,---,n|X
- H(1+X"X),

it is obvious that ind(H) =1 if and only if
I, + X" X is invertible. In that case ,

H*=E(FE)F .
(i1) Otherwise, with
F=H]|I X"

it is clear that
T et +)

for a positive integer 7, and also that
rank(Hi ): rank(H (I + )(TX))"_l .
Thus, rank(H ' ) = rank(H™") if and only if
rank(H (I + X" X )™ =rank(H, (1 + X X)),
and, consequently,
I=ind | H (I, + X" X) |+1.
In this case, an easy computation shows that the
following matrix satisfies (1), (2) and (3),
wo=l e Pk )

|

As it is well known, over a field every matrix is

von Neumann regular. If we consider an Hankel
matrix in the form (4), it is clear that

X=F"E' (5)

is a (1,2)-inverse of H .

2.4 Proposition Let H be a singular nXn Hankel
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matrix with rank p and with r- characteristic such
that 0 <r < p. Let H=EF be a Frobenius’ full rank
factorization of H, and
H, =H"HH"
U =HHHH"?+I —HH"
V,=H'PHHH, +1,-H"YH,
Then the following are equivalent
(i) ind(H)=l
(ii) [ is the smallest natural number such that U is

invertible.
(iii) [ is the smallest natural number such that V,is

invertible.
In that case,

H” =H'U'HV 'H.

Proof . The group inverse of an Hankel matrix over a
field was already characterized in [6].

So we know that ind(H)=1 if and only if, for
an (1)-inverse of H,

U, =H*H" +1, -HHY
Vi=HYH>+I1,-H"H
are invertible. In that case
H"=U'H V'

Obviously, Hand H" are equivalent matrices.
Therefore, this is the case of the theorem when

ind(Hy=1, H" = FF_IE,_l such as in (5) , and
U, = HEE,' +1, - EE;"
V,=F'FH+I,—-F'F.

The rest of the proof for an arbitrary Drazin index /

is a consequence of the Corollary in [8].
|

2.5 Definition The p —th compound matrix of a
square matrix 4 is the matrix C,(A4) = (ca’ ﬁ)

whose (a, B)th entry is equal to det A[er, B] ,
where a:{il,‘-',ip } ﬂ:{jla"'ajp },and
I1<ij<--<i,sn;l<j<--<j,<n.

Hence, applying the Cauchy-Binet formula to (4),
we have

C,(H)=C,(E)C,(F)
= (det(E ))(Z)xl (det(F B )IX(Z)
=e f* ) (6)
From the definition it is clear that

J rank(Cp (H)) =1

TN _ T
e C,(H")=(C,(H))
As a consequence of Frobenius full rank factorization
* Every line L, of C,(H) is such that
L =A L, , where L is the row of the

P X o minors taken from the first » and the
last k rows of H.

m—k
e Ifm—p2p, C,(H) hasatleast{ ]
p
null rows .

2.6 Theorem Let H be a nXn Hankel matrix
with rank p < n and with r- characteristic .Then

(i) H has Drazin index 1 if and only if

Trace (CP(H))?& 0.
(i) H has Drazin index | if and only if rank(H )=¢
and

Trace (C,(H'))#0.

Proof. (i) Since rank(C ,(H ))= 1, it follows from
(6) that

Trace(Cp (H)) =Trace(ef*)=Trace(f *e)= f *e
(c,(H)] =Trace(C,H)C,H).

Thus, the compound is Drazin index 1 if and only if it
has an invertible trace .
Let us consider the three different situations:

1. If r=p,letc, =det(H,). Then c,, #0.

From the structure and properties of C,(H) we

Hence, Trace

obtain
c.=a; ¢

ii i si?

c,=ac, ,i*s; a, =1

i7ss 2

Since Trace C,(H)= Trace(e f *), it follows that
Trace (C,(H))= ZCKiZ c,,
:(1+Za’,i2)css‘
Then Trace (C,(H))#0.

Moreover, if ind (C,(H) )=1, then,
(C,(H))” =(C,(H))"

B 1
- (Trace(Cp (H)))2 (C,(H))

=(2aie, )ies®) .

If Trace (C,(H))=0, (Cp(H))D =0.




2.1f O<r<p,
D,,, =c,. Then,

r+

let L, be the row which contains
since every 2X2 minor of

C,(H) equals zero, it follows

2
cp=0oc,l#s5c.c,=c;",

Trace (C,(H) = CSS+Z oc, .

l#s

So, ind(C,(H))=1 if > @c,#-c,, and

I#s

(C,(H ))” is the null matrix , otherwise.

3.If 0=r<p, k:=p, then H is a lower (right)
triangular matrix, i.e., h; =0, if i+j<n-1.
Then

X
H:L }H[n—k,---,n/l,---,n]zEF,
k

and a similar reasoning to that of 1. can be done ,
with ¢, = detH[n—k,~-~,n/n—k,~--,n].

(i1) By definition, H has Drazin index / if and only if
rank(H')=rank(H™')=&, or vyet,
H'' = E(FE)' F, H has Drazin index [ if and only
if FE has Drazin
index(C; (H'))=1.

The rest of the proof follows from 1. just above. H

since

index /-1. In this case

3 Drazin inverse of Toeplitz matrices
Let
T=@;)=(_), 0<i;j<n-Lt,eF

s bij

be the nXn matrix of a Toeplitz form [4],
to t, e f
tl tO ces t

—n+l

T =

—n+2

Ly Lo o L

It is clear that there exist Hankel matrices H, H’
such that

T=HJ=JH’
where J is the nonsingular matrix
J = (é‘i,n—jﬂ b= L--esn.

So, rank(T)= rank(H).
Without loss of generality, let 7=HJ. Then
if H=EF such as (4), then
T'=EFJ=EG 8)
is a full rank factorization of 7.
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3.1 Proposition Let T be a nXn Toeplitz matrix
with rank p < n . Let H be an Hankel matrix such

that T =HJ and let H=EF be a Frobenius’ full rank
factorization of H. Then T has group inverse if and
only if FJE is invertible.

In that case,

7% = E(FJE)”FJ.

Proof. From (8) it is clear that
rank(T*) = rank(T) if and  only if
rank(EFJEF) = rank(EF)’, or yet, if and only if
FJE is invertible. In this case , a simple computation
shows that X = E(FJE)™ FJ satisfies the algebraic
definition of group inverse of 7. [ ]

3.2 Remark We observe that, since J> =1, then
X =JH" is a (1,2)- inverse of T for T =EFJ.
Then a (1,2)-inverse of T is given by
T4 = JF_IEI_l .

However, we can not say that « T° exists if and
only if H exists”. For example, over the complexes,

ST

Then T has Drazin index 1, but
rank(H?) # rank(H).

3.3 Proposition Let T be an nxn Toeplitz
matrix with rank p < n. Let H be an Hankel matrix

such that T=HJ, and let H=EF be a
Frobenius decomposition of H. If F, =F  and for
all natural numbers i>1,
F = FJT™EF ,

U, =FJEF,F" +1, - F,F"

vV, =F"FJEF, +1,-F"F,
then the following are equivalent
(i) ind(T)=1.
(ii) 1 is the smallest natural number such that U, is
invertible.
(iii) 1 is the smallest natural number such that V,is

invertible.
In that case,

TD — Tl—l (EUI—IFVIVI—IJ)
=T (EU*F,J)
T ERY)
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Proof. Since
T=PAQ,P=E, A=F,0=J,
there exist P’= E,', Q'= J , such that
PPA=A=A4AQ Q.
Moreover,
T' = PA.Q=EF,J
and , by definition, ind(T)=1 if ind(T"')=1. Since
PPF,=F,=FQQ,
then
(Ti)(l) =JF1.(1)E,_1 .
The rest of the proof follows from the Theorem in
[8]. [ |

Finally we observe that not all of the foregoing
results are true if the matrices are defined over a ring
even if it is an integral domain . This research is not
included in this text due to page limitations, but it
will be part of further publication.
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