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Abstract: - Fuzzy C-Mean (FCM) algorithm is one of the well-known unsupervised clustering techniques. 
Such an algorithm can be used for unsupervised image clustering. Then, images can be indexed in databases.  
The different initializations cause different evolutions of the algorithm. Random initializations may lead to 
improper convergence. This paper proposes FCM initialized by fixed threshold clustering. The case study 
regards to retrieve from the database the color JPEG images, indexed by color histogram vectors. The result 
shows that the proposed method gives more accurate results than FCM with random initialization and color 
histogram clustering do.  
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1  Introduction 
The growing demand for accurate access and 
retrieval of information has extended to visual 
information as well. The Internet and the World 
Wide Web are certainly part of this evolution. The 
search for images that are similar to a given query 
example, from the point of view of their content, has 
become a very important part of research. To 
retrieve similar images from an image database for a 
given query image, i.e., a pattern image, image 
indexing is utilized [1, 2, 3, 4]. 

Image indexing became color-oriented, since 
most of  the images of interests are in colors. Many 
of the previous researches used the color 
composition of an image [4, 5, 6]. Using color 
histogram is one way to represent or index an image. 
The color histogram vector is obtained by 
discretizing the image colors and counting the 
number of times each discrete color occurs in the 
image. The main idea is to compute a color 
distribution from the query image and to compute it 
with the same distribution computed for each image 
within the targeted database. The advantages of the 
histogram are that it is invariant for translation and 
rotation of the viewing axis. With this method, the 
histogram is changed very little when comparing the 
images taken, with little change of the angle of view. 
The histograms represent primary colors, which are 
red, green and blue. When the colors are extracted, 
they are seperated and counted into red, green and 
blue histograms.  The use of color (viewed and used 
as a vector) was proposed as an important mean of 
retrieve similarities. One of these examples is a 

research [6] using color histogram to measure the 
similarity between two images can be defined. 
     Fuzzy C-Means (FCM) [7,8] is one of the well-
known unsupervised clustering techniques. It allows 
one piece of data belong to two or more clusters. 
The aim of FCM is to find cluster center (centroids) 
that minimize dissimilarity. Its strength over the 
famous k-Means algorithm [8] is that, given an input 
point, it yields the points membership value in each 
of the clusters. The drawback of clustering 
algorithms like FCM which are based on hill 
climbing heuristic, is prior knowledge of the number 
of clusters in the data is required. It was indicated in 
[7] that FCM have significant sensitivity to cluster 
center initialization.   

Fixed threshold clustering used in [9] is applied 
with FCM here. Such a clustering is a segmentation 
of a hierarchical technique for clustering. A large 
cluster is divided into smaller clusters. A distance 
comparison between the mean of the cluster and an 
image is calculated.  The result is the number of 
clusters and the cluster centers that are used to 
initialize FCM for further clustering process.   

According to this paper, the algorithm of FCM 
initialized by fixed threshold clustering is proposed.  
The initialization is relevant to the number of 
clusters and the cluster centers as aforementioned. 
The case study regards to retrieve from the database 
the color JPEG images indexed by color histogram 
vectors. It is noticeable that after using the proposed 
clustering algorithms, all images have some degree 
of membership in each possible cluster. Then they 
are stored in the database for later search. 
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     The paper is organized as follow. First, the 
introduction is described. In section 2, the algorithm 
of FCM initialized by fixed threshold clustering for 
image clustering is shown.  Section 3 illustrates the 
search for images using a sample image one. Section 
4 shows the experiment and results.  The conclusion 
is drawn in the final section.  

 
 

2  Fuzzy C-Mean initialized by Fixed 
Threshold Clustering for image 
clustering  
Similar to [6], a color histogram was used to 
represent color compositions of an image. Its 
utilization as the useful features array can express 
the characteristic of the image. The computation 
procedures of the color histogram are shown as 
follows: 
 
Step 1:  A color space of three axes (red, green, 
             and blue) is quantized into n bins for 

 each axisn as shown in fig.1 [7]. Then, the 
 histogram can be represented as an    
 n×n×n array. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 Calculation of the color histogram 
 
Step 2:  The colors in the image are mapped into 
             a discrete color space (r, g, b) (r, g, b = 
             0, 1, …, n-1). Then, the color histogram 
            F(r, g, b) (r, g, b = 0, 1, …, n-1) of the 

colors in the target image are obtained. 

 
Step 3:  The probability distribution P(r, g, b) (r, 
             g, b = 0, 1, …, n-1) is defined by 
             normalizing the color histogram F(r, g, 
             b) (r, g, b = 0, 1,…, n-1) as follows: 
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When there is a need to cluster images, color 
histogram could also be of help. By utilizing the 
color histograms, the similarity between two images 
can be defined as shown in step 4. 
  
Step 4:  The similarity between two images f1
             and f2 is denoted by S(f1,f2) and defined   
             as follows: 
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here P1(r, g, b) and P2(r, g, b) express the color 
istograms of the images f1 and f2, respectively. 
urther, min (P1(r, g, b), P2(r, g, b)) represents the 
inimum value of P1(r, g, b) and P2(r, g, b).  

   Color histogram vectors could be used for 
presenting or indexing the images. After doing 
is, the process of clustering images begins. 
andom initialization may lead to improper 
onvergence regarding to FCM algorithm. The 
lgorithm requires a proper initialization for good 
onvergence.  Here, fixed threshold clustering is  
pplied to a color histogram vector with an 
xpectation to produce a more-proper initialization 
r FCM.  Such a clustering is a segmentation of a 

ierarchical technique for clustering. A large cluster 
 divided into smaller clusters. There is a distance 
omparison between the mean of the cluster and an 

age.  If the distance value is lower than the 
reshold limit then the image would be labeled as a 

luster name.  If it is higher than the threshold then 
e image would be assigned as “NoneMember” and 

ontinue seeking for a suitable cluster in the next 
eneration.  
   The algorithm of fixed threshold clustering is 
own in fig.2: 

or p=1 to p=n ( n = number of image ) 

( ) ( )( )∑
−

=
0bg,r,
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imagep  is named as “NoneMember” 
j = 0 
Loop Until all images are not named as 
“NoneMember” 
 Set cluster = Cj
 For p=1 to p=n 
  imagep is randomly selected as a  
                               Mean_of_ Cj  

 Compute Distance (Dist)  
                   between Mean_of_Cj and  
                   imagep using City Block  
                   method  

                         If ( (Dist) <= threshold  ) 
                         Then 

               imagep is named as Cj 
              Compute New_mean between  

        Mean_of_ Cj and imagep 
Save imagep as a membership of Cj 

End If 
          End For
          Save Cj and Mean_of_Cj  

       j++
End Loop

 
Fig.2  Fixed threshold clustering 

 
Mean_of_Cj   refers to the center of cluster Cj.  Such 
a clustering results in a list of center values of image 
clusters and an identified image cluster of each 
image.  Such identification leads to a recognition of 
the number of clusters. Then they are stored in a 
database. 

Later, Fuzzy C-Means algorithm uses the cluster 
centers obtained from the previous clustering 
process as an initialization.  The initialization 
consists of the number of clusters and the cluster 
centers. The general purpose of FCM is to minimize 
the objective function  

 
 
                                                                   (3) 

 
 
 
Let  CLk  =  the center vector at  time  t  = k  

CLk  = [ Cj ]  
m  = 2 
 
uij is the degree of membership of imagei  in the 

cluster Cj 

 
Uk    = [uij ]k   
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 algorithm following the algorithm 
 proper initialization is given in fig.3: 

L0  =    [ Cj ] provided by fixed  
             threshold clustering 

k

  | Uk  -   Uk -1 |  <  ε  
culate CLk

 
culate Uk

M algorithm following fixed threshold 
clustering 

s stored in a database.  U* could be 
 by [ uij ]*.  Each element in U* matrix 
e degree of membership of the clusters 

age.  

ing Images 
or images in the system, a vector =   

t to be the elements in row i  in U

*
iU
* . 

represents the degree of membership 
or every possible cluster , Cj.   Then,  the 
sample image ,  X = [xj ]  is used to query 
 in-condition images from the database. 
ould be simply written as : 

*
iU

 



 
 

Select     where   |  -  X |     
*
iU *

iU ≤ ε   from  

  

             the database 
 

Where  ε   = 0.01. If  |  -  X |   ≤   
*
iU ε  is true, 

when the following predicate is true  
 

∀ j (   22
11 )(..)( jj xuxu +++−       ≤ ε  )    (7) 

 
 
4  Experiments and results   
 
 
4.1  Experiments 
After, a variety of images has been extracted in to 
color histograms vectors. Using the FCM initialized 
by fixed threshold clustering method, all images are 
clustered into suitable groups and are stored in a 
database.  
      1850 color JPEG images are used for the 
experiments. 143 color JPEG images are utilized for 
testing the system. Each image contains 13 similar 
images. Twelve of them are exactly the same. Only 
one of them is similar but not the same as the other 

twelve. The images are 128×128 pixels in size and 
in many different classes, such as flowers, buildings, 
natural, etc. 
 
4.2  Results of the Experiments for Image 
Retrieval 
The experimental research is concerned with the 
accuracy of the image retrieval, shown in fig. 4, 5, 6, 
7 as examples of the result. Fig.7 is shown as an 
example of a result that is not accuretely retrieved 
from our system. The larger image on the left is the 
query image, and the 12 images on the right are the 
image results. The comparison among the proposed 
method, color histogram using FCM with random 
initialization, and color histogram is performed. It is 
noticeable that all three algorithms proceed on the 
same input data. Such input data are color histogram 
vectors produced from the same set of color JPEG 
images. Table 1 shows the comparison in percent of 
accurately retrieved images and the time for 
extraction per 1846 among the proposed method, 
color histogram using FCM with random 
initialization, color histogram method. 
 

 

 

      
110 DSCN1964 114 DSCN1967 115 DSCN1963 166 DSCN1976 176 DSCN1975 234 DSCN1974 

       
 File to Retrieve 140 DSCN1962 149 DSCN1961 161 DSCN1966 254 DSCN1959 268 DSCN1960 465 DSCN1956 

Fig.4 Accurately retrieval result in our method 

 

 

     
74 DSCN2560 134 DSCN2559 146 DSCN2558 190 DSCN2557 192 DSCN2562 194 DSCN2556 

      
 File to Retrieve 240 SCN2563 266 DSCN2564 272 DSCN2555 298 DSCN2554 364 DSCN1775 338 DSCN2565 

Fig.5 Accurately retrieval result in our method 
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58 DSCN0368 76 DSCN0366 84 DSCN0367 106 DSCN0361 112 DSCN0359 116 DSCN0357 

       
 File to Retrieve 92 DSCN0364 100 DSCN0362 136 DSCN0360 120 DSCN0363 93 DSCN0365 150 DSCN0356 

Fig.6 Accurately retrieval result in our method 

 

 

   
70 DSCN2681 72 DSCN2684 76 DSCN2679 96 DSCN2683 130 DSCN2672 136 DSCN2673 

    
 File to Retrieve 38 DSCN2678 68 DSCN2676 70 DSCN2680 80 DSCN2682 86 DSCN2685 80 DSCN2677 

Fig.7 Inaccurately retrieval result in our method 

 

TABLE 1 

SHOW COMPARISON IN PERCENT OF 
ACCURATELY RETRIEVED IMAGES AND TIME 

FOR EXTRACTION.  

          Method % accurate Time for Extract

Color histogram  

using FCM initialized 

by fixed threshold  

clustering 

81.3017 00:03.09.8943 

Color histogram using 

FCM with random 
initialization 

69.059 00:03.13.5630 

Color histogram 56.8387 00:03.09.8943 

 
 
 
 
 

 
 
5  Conclusions 
In this paper, the algorithm of FCM initialized by 
fixed threshold clustering is proposed.  The 
initialization is relevant to the number of clusters 
and the cluster centers. The case study regards to 
retrieve from the database the color JPEG images 
indexed by color histogram vectors. There exists the 
comparison among the proposed method, color 
histogram using FCM with random initialization, 
color histogram method. The same set of color 
histogram vectors are used as input data. The result 
shows that although the accurate percentage of the 
proposed method is not very high, but it gives more 
accurate results than FCM with random initialization 
and color histogram clustering do. Since the color 
histogram may not be very high efficient color 
image representation, therefore, the future work may 
be finding the very high efficient technique for 
representing color image to digital information. 
Another interesting future work would be 
optimizing the FCM initialization.  
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