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In this paper, we extend complete convergence of weighted sums T, = 31 anp Xk

where {X,,,n > 1} is a sequence of negatively dependent random variables and
ank, N > 1,k > 1 is an array of real numbers.
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1.Introduction

Let {X,,n > 1} be a sequence of indepen-
dent and identically random variables. In 1947
Hsu and Rabbins proved that if E[X] = 0
and E[X? < oo, then Y7 ;X converges
to 0 completely. Recently, the strong conver-
gence of weighted sums for the case of indepen-
dent random variables has been discussed by Wu
(1999), Hu and et. (2000, 2003) proved the com-
plete convergence theorem for arrays of indepen-
dent random variables and Amini and Bozorg-
nia (2003) studied complete convergence of the
sequence %22:1 Xy, via. exponential bounds
in the case of negatively dependent and identi-
cally random variables. Zarei (2006) extended
some results of Chow (1966) for negatively de-
pendent and identically distributed random vari-
ables. In this paper, we study complete conver-
gence of weighted sums T}, = > 7 anp X where
{X,,n > 1} is a sequence of negatively depen-
dent random variables and anx, n > 1, k > 1
is an array of real numbers where a,, = 0 if
k>mn,|an| < CAy,for Ay, =372, a%k and some
0 < C < 0. In fact we omit the condition identi-
cally distributed random variables. The material
in this note is closely related to Zarei (2006) and
chow(1966).

In this paper we define X = max{0, X} and

X~ = max{0,—X} and I4 denotes indicator
function A. To prove the main result we need
to the following definitions and lemmas.

Definition 1. The random variables X1,..., X,
are said to be negatively dependent(ND) if we
have

P (X; <)) < [ PIX; < =],
j=1 j=1
and
P[((X; > z))] < [ PIX; > =],
j=1 j=1

for all z1,...,x, € R. An infinite sequence
{Xy,n > 1} is said to be ND if every finite sub-
set Xil, ceey in is ND.

Definition 2. The random variables {X,,n >
1} of random variables converges to zero com-
pletely if for every € > 0

o0

Z [ Xn| > €] <

The next two lemmas will be need in the proof
of the strong law of large numbers in the next
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section.

Lemma 1. Let {X,,,n > 1} be a sequence of ND
random variables and {f,,,n > 1} be a sequence
of Borel functions all of which are monotone in-
creasing (or all are monotone decreasing).Then
{fn(Xn),n > 1} is a sequence of ND random
variables.

Lemma 2. Let Xi,..X, be a finite sequence
of ND random variables and t1, ..., ¢, be all non-
negative (or nonpositive) then

6211 HE tX

2. Strong Convergence of weighted sums

Let {X,,n > 1} be a sequence of ND random
variables and anr, n > 1, kK > 1 be an array of
real numbers and A4, = Y32 a?,. The flowing
theorem is a extension of Hsu and Rabbin’s the-
orem.

Theorem. Let X,, be negatively dependent ran-
dom variables with £X,, = 0. Let a,; = 0 if
k > n* for some 1 < A\ < oo and |ani| < CA,
for some 0 < C < oo. If for some 0 < a < 1,

A, < Cn~® and E[|X,,|0+V/%(log™ | X, [)?] <
then -
S PIT,| > €] < 00 (1)
n=1

for every € > 0, where T, = Y32 @i Xk.

Proof: We can assume that ¢ > 1 and
E|X,|HN/e < O, for each n. For 0 < 8 < a
and N = 2,3, ..., we define

if apr >0

X = Xilix,<ni);
Vi = Xilix,<ps + 07Ty, oo,
X' = Xl sene (ve),

and if a,, <0

X,; = XkI[sz_nﬁ},

Ve = Xilix,> no) — I x, < oo,
X' = X, <menv /(02
And put
Xp = Xp—X,— Xy,

(o]
/ /
T, = > auXy,

1" s 1"
T, = Y auXy,
1" s "
T, = > awXy,
o0
Un = ZankYka
k=1
o0
UM = > amVelpe,
k=1
(o9}
UP = > auYVilp,
k=1

where B = {an, > 0}. If a random vari-
able X < 1 a.e., then obviously Eexp|[X] <
exp[EX + EX?. Let 0 < t < C~'n™8, then
tankYir/An <1 and E(an;Yr) < 0. Hence

E €xp [tanlelc/An]

VAN VAN VAN VAN
@
"
S
— = —
[\
S
S
=
b
o
t
>
faly

Since {X,,,n > 1} is a sequence ND random vari-
ables, by Cauchy Schwartz inequality and Lem-
mas 1 and 2 we have

Eexp [tT), ] Ay] Eexp [tU,/A,]

exp [t2K/An] ,
where K=2C. Therefore

P[tT, A7t > te A
t(e — tK) /Ay

PT, >¢] =
< exp[—

If put t = n PK~! for sufficiently large n we
have

P[T), > €] < exp[—2en®P/K?).

Since 0 < § < «a,

fj P[T,, > ¢] < . (2)
n=1

<
< [Fexp [2tU,(Ll)/An]E exp [2tU’l’(L2) /An]]1/2
<
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Now put m = [n?], the integral part of n*, and
Zyn = (NC?|X,|/e)* . Then for n > 3 we have

m
Y PINC?|Xyle)* " > n]
k=1

P[T, >¢] <

m
< Z Z1+)‘log Zy, > n' A log? n)

>
Il

Ms

<

e
Il
—

By condition E[X,|0*+N/*(log™ |X,[)?] < C,
there exists a constant C* = C(N, C, \, ¢, a) <
oo such that E[Z} ™ log? Z;] < C*. Hence

T'>¢] < Y n Vg 2n
k=1

< C*nllog™?n.

Then

i P[T) > €] < > (3)
n=1

Since an, X, <ée/N, T, > e implies that there

are at least N non-zero X,;” for k = 1,2,....m
(say Xi,,..., X1, ). Hence

" m
PITY 22 < ([ ) PIX| > 0o iy | > )

Now we define

A = [’Xlz’ > nﬁ]

Hence

PlA; (A2 ()... ) An] =

P[A1]P[A2|A4q]...P[AN|A1, ..., AN—1].
Since for 2 <i< N,

where L;, 2 < i < N are positive real numbers.
Hence

m

P > < <N

) LNP[1X, | > nP)Y

IN

n~ N log=2 n. B[Z} T log? Zy).

3

where L = maxa<;<n L;;. By Chebichov’s in-

equality,

m

e (
O(nN(A—ﬂ(l—i-)\)/a)).

P[T. > ¢

IN

) - NB(1+X)/a

Choose 3 so near to a such that A—B(1+ ) /a0 <
0, and then choose N so large such that N(\ —
B(1+A)/a) < —2. then

i 1"
Y PIT, >¢] <
n=1

o0

Z O(n™2

Therefore

o0

> PIT, 0. (4)

n=1
From (2), (3) and (4), we have

o0

Z [T, > €]
By symmetry, we obtain Y°°, P[], < —¢] <
oo. Hence the proof is complete. o
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