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#### Abstract

We have suggested the numerical schemes of collocation methods for approximative solution of singular integro- differential equations with kernels of Cauchy type. The equations are defined on the arbitrary smooth closed contours of complex plane. The researched methods are based on Fejér points. Theoretical background of collocation methods has been obtained in Generalized Hölder spaces.
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## 1 Introduction

Singular integral equations with Cauchy kernels (SIE) and Singular integro- differential equations with Cauchy kernels (SIDE) model many problems in elasticity theory, aerodynamics, mechanics, thermoelasticity, queueing system analysis, etc.[7]-[11]

The general theory of SIE and SIDE has been widely investigated in last decades [12]-[16].

The exact solution for SIDE can only be found in rare specific cases. That is why the necessity exists to elaborate numerical methods for solving SIDE with the corresponding theoretical background.

The problem of numerical solution for SIDE by collocation methods has been studied in [17]-[18]. The equations have been defined on the unit circle.

The case, however, when the contour of integration can be an arbitrary closed smooth curve (not unit circle), has not been studied enough. Transition to another contour, different from the standard one, implies many difficulties. It should be noted that the conformal mapping from the arbitrary contour to the unit circle using the Riemann function does not solve the problem, but only makes it more difficult.

We note theoretical background of collocation methods for SIDE in classical Hölder spaces has been obtained in [5], [19]. The equations have been defined on arbitrary smooth closed contours.

## 2 Theorem on approximation of functions by Lagrange polynomials

Let $\Gamma$ be an arbitrary smooth closed contour bounding a simply- connected region $F^{+}$of complex plane, let $t=0 \in F^{+}, F^{-}=C \backslash\left\{F^{+} \cup \Gamma\right\}, C$ is the complex plane.

Let $z=\psi(w)$ be a Riemann function, mapping conformably and unambiguously the outside unit circle $\{|w|=1\}$ on the surface $F^{-}$, so that $\psi(\infty)=\infty$, $\psi^{\prime}(\infty)=1$.

By $\omega(\delta)\left(\delta \in(0, l], l=\max _{t^{\prime}, t^{\prime \prime} \in \Gamma}\left|t^{\prime}-t^{\prime \prime}\right|\right)$ we denote the arbitrary module of continuity and by $H(\omega)$ we denote the generalized Hölder space [1],[2] with norm

$$
\begin{gather*}
\|g\|_{\omega}=\|g\|_{C}+H(g ; \omega)  \tag{1}\\
\|g\|_{c}=\max _{t \in \Gamma}|g(t)|, \quad H(g ; \omega)=\sup _{s \in(0, l]}\left(\frac{\omega(g ; \delta)}{\omega(\delta)}\right)
\end{gather*}
$$

here the $\omega(g ; \delta)$ is the module of continuity for function $g(t)$ on $\Gamma$.

We consider only the spaces $H(\omega)$ with the module of continuity satisfying the Bari- Stechkin conditions: [2]

$$
\begin{equation*}
\int_{0}^{h} \frac{\omega(\xi)}{\xi} d \xi<\infty \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{0}^{\delta} \frac{\omega(\xi)}{\xi} d \xi+\delta \int_{\delta}^{h} \frac{\omega(\xi)}{\xi^{2}} d \xi=O(\omega(\delta)), \delta \rightarrow 0 \tag{3}
\end{equation*}
$$

By $H^{(r)}(\omega), r \geq 0\left(H^{(0)}(\omega)=H(\omega)\right)$ we denote the space of $r$ times continuous- differentiable functions. The derivatives of the $r-t h$ order for these functions are elements of space $H(\omega)$. The norm on $H^{(r)}(\omega)$ is given by formula

$$
\begin{equation*}
\|g\|_{\omega, r}=\sum_{k=0}^{r}\left\|g^{(k)}\right\|_{c}+H\left(g^{(r)} ; \omega\right) . \tag{4}
\end{equation*}
$$

Remind that if $\omega(\delta)=\delta^{\alpha}, \alpha \in(0,1]$, then $H(\omega)=$ $H_{\alpha}$ is the Hölder space with exponent $\alpha$.

The space $H(\omega)$ is a Banach nonseparable space. So the approximation of the whole class of functions by norm (1) with the help of finite- dimensional approximation is impossible. But in some subset of $H(\omega)$ the problem can be solved in the affirmative.

Let $t_{j}(j=\overline{0,2 n})$ be a set of distinct points on $\Gamma$. By $U_{n}$ we denote the operator, which maps any function $g(t)$ defined on $\Gamma$ into its interpolating Lagrange polynomial defined by using the nodes $t_{j}$ :

$$
\begin{gather*}
\left(U_{n} g\right)(t)=\sum_{j=0}^{2 n} g\left(t_{j}\right) l_{j}(t), \quad t \in \Gamma, \\
l_{j}(t)=\prod_{k=0, k \neq j}^{2 n} \frac{t-t_{k}}{t_{j}-t_{k}} \cdot\left(\frac{t_{j}}{t}\right)^{n} \equiv \sum_{r=-n}^{n} \Lambda_{r}^{(j)} t^{r}, \quad j=\overline{0,2 n} . \tag{6}
\end{gather*}
$$

The following theorem gives the deviation of Lagrange polynomials and function in generalized Hölder spaces [3]:
Theorem 1. Let $\omega_{1}(\delta)$ and $\omega_{2}(\delta)(\delta \in(0, l])$ be modules of continuity satisfying (2) or (3) and the function $\Phi(\delta)=\omega_{1}(\delta) / \omega_{2}(\delta)$ is non-decreasing on $(0, l]$. The points make a system of Fejér knots on Г[4]:

$$
\begin{equation*}
t_{j}=\psi\left(\exp \left(\frac{2 \pi i}{2 n+1}(j-n)\right)\right), \quad j=\overline{0,2 n} \tag{7}
\end{equation*}
$$

Here $z=\psi(w)$ is the Riemann function for contour $\Gamma$. Then for any function $g(t) \in H\left(\omega_{1}\right)$, the following estimate holds:

$$
\left\|g-U_{n} g\right\|_{\omega_{2}} \leq\left(d_{1}+d_{2} \ln n\right) \Phi\left(\frac{1}{n}\right) H\left(g ; \omega_{1}\right)
$$

By $d_{k}, k=1,2, \ldots$ we denote certain constants independent of $n$.

## 3 Numerical schemes of the collocation methods

In complex space $H_{\omega}(\Gamma)$ we consider the singular integro- differential equation (SIDE)

$$
\begin{gather*}
(M x \equiv) \sum_{r=0}^{q}\left[\tilde{A}_{r}(t) x^{(r)}(t)+\tilde{B}_{r}(t) \frac{1}{\pi i} \int_{\Gamma} \frac{x^{(r)}(\tau)}{\tau-t} d \tau+\right. \\
\left.\quad+\frac{1}{2 \pi i} \int_{\Gamma} K_{r}(t, \tau) \cdot x^{(r)}(\tau) d \tau\right]=f(t), \quad t \in \Gamma \tag{8}
\end{gather*}
$$

where $\tilde{A}_{r}(t), \tilde{B}_{r}(t), f(t)$ and $K_{r}(t, \tau)(r=\overline{0, q})$ are known functions on $\Gamma ; x^{(0)}(t)=x(t)$ is the unknown function; $x^{(r)}(t)=\frac{d^{r} x(t)}{d t^{r}}(r=\overline{1, q}) ; q$ is a positive integer.

We seek a solution of equation (8) in the class of functions, satisfying the conditions

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} x(\tau) \tau^{-k-1} d \tau=0, \quad k=\overline{0, q-1} \tag{9}
\end{equation*}
$$

Using the Riesz operators $P=\frac{1}{2}(I+S), Q=I-P$, (where $I$ is an identical operator and $S$ is a singular operator (with Cauchy nucleus)) we rewrite the equation (8) in the following form convenient for consideration:

$$
\begin{gather*}
(M x) \equiv \sum_{r=0}^{q}\left[A_{r}(t)\left(P x^{(r)}\right)(t)+B_{r}(t)\left(Q x^{(r)}\right)(t)+\right. \\
\left.\frac{1}{2 \pi i} \int_{\Gamma} K_{r}(t, \tau) x^{(r)}(\tau) d \tau\right]=f(t), \quad t \in \Gamma \tag{10}
\end{gather*}
$$

where $A_{r}(t)=\tilde{A}_{r}(t)+\tilde{B}_{r}(t), B_{r}(t)=\tilde{A}_{r}(t)-$ $\tilde{B}_{r}(t), \quad r=\overline{0, q}$.
Equation (10) with conditions (9) will be denoted as "problem (10)-(9)".

We seek an approximative solutions of problem (10)- (9) in the form of a polynomial

$$
\begin{equation*}
x_{n}(t)=\sum_{k=0}^{n} \xi_{k}^{(n)} t^{k+q}+\sum_{k=-n}^{-1} \xi_{k}^{(n)} t^{k}, \quad t \in \Gamma \tag{11}
\end{equation*}
$$

with unknown coefficients $\xi_{k}^{(n)}=\xi_{k} \quad(k=\overline{-n, n})$; obviously $x_{n}(t)$, constructed by formula (11) satisfies condition (9).

According to the collocation method, we determine the unknowns $\xi_{k} \quad(k=\overline{-n, n})$ from the condition into inversion in zero the expression $R(t)=$ $\left(M x_{n}\right)(t)-f(t)$ in $2 n+1$ different points $t_{j} j=$ $\overline{0,2 n}$, on $\Gamma$ :

$$
\begin{equation*}
R_{n}\left(t_{j}\right)=0, \quad j=\overline{0,2 n} \tag{12}
\end{equation*}
$$

Using the formulae [5]

$$
\begin{equation*}
(P x)^{(r)}(t)=\left(P x^{(r)}\right)(t), \quad(Q x)^{(r)}(t)=\left(Q x^{(r)}\right)(t) \tag{13}
\end{equation*}
$$

the relations

$$
\begin{align*}
\left(t^{k+q}\right)^{(r)} & =\frac{(k+q)!}{(k+q-r)!} t^{k+q-r}, \quad k=\overline{0, n} \\
\left(t^{-k}\right)^{(r)} & =(-1)^{r} \frac{(k+r-1)!}{(k-1)!} t^{-k-r}, k=\overline{1, n} \tag{14}
\end{align*}
$$

from (12) we obtain the system of linear algebraical equations (SLAE):

$$
\begin{align*}
& \sum_{r=0}^{q}\left\{A_{r}\left(t_{j}\right) \sum_{k=0}^{n} \frac{(k+q)!}{(k+q-r)!} t^{k+q-r} \xi_{k}+\right. \\
& \quad+B_{r}\left(t_{j}\right) \sum_{k=1}^{n}(-1)^{r} \frac{(k+r-1)!}{(k-1)!} \times \\
& \times t_{j}^{-k-r} \xi_{-k}+\frac{1}{2 \pi i} \cdot \sum_{k=0}^{n} \frac{(k+q)!}{(k+q-r)!} \times \\
& \quad \times \int_{\Gamma} K_{r}\left(t_{j}, \tau\right) \tau^{k+q-r} d \tau \cdot \xi_{k}+ \\
& \quad+\sum_{k=1}^{n}(-1)^{r} \frac{(k+r-1)!}{(k-1)!} \cdot \frac{1}{2 \pi i} \times \\
& \left.\quad \times \int_{\Gamma} K_{r}\left(t_{j}, \tau\right) \tau^{-k-r} d \tau \cdot \xi_{-k}\right\}= \\
& \quad=f\left(t_{j}\right), j=\overline{0,2 n} \tag{15}
\end{align*}
$$

where $t_{j}(j=\overline{0,2 n})$ is the set of distinct points on $\Gamma$ and $A_{r}(t)=\tilde{A}_{r}(t)+\tilde{B}_{r}(t), B_{r}(t)=\tilde{A}_{r}(t)-\tilde{B}_{r}(t)$, $r=\overline{0, q}$.

Let $\stackrel{o}{H}^{(q)}\left(\omega_{2}\right)$ be subspace of space $H^{(q)}\left(\omega_{2}\right)$, the elements from $\stackrel{o}{H}^{(q)}\left(\omega_{2}\right)$ satisfy conditions (9) and the norm is defined either as in $H^{(q)}\left(\omega_{2}\right)$.

Theoretical background of collocation methods is given in the following theorem:

Theorem 2. Let the following conditions be satisfied:

1. the functions $A_{r}(t), B_{r}(t), f(t)$ and $K_{r}(t, \tau)$ $r=\overline{0, q}$ belong to the space $H\left(\omega_{1}\right)$;
2. $A_{q}(t) \neq 0, B_{q}(t) \neq 0, t \in \Gamma$;
3. the index of function $t^{q} B_{q}^{-1}(t) A_{q}(t)$ is equal to zero;
4. the operator $M: \stackrel{o}{H}^{(q)}\left(\omega_{2}\right) \rightarrow H\left(\omega_{2}\right)$ is a invertible and linear;
5. the points $t_{j} j=\overline{0,2 n}$ form a system of Fejér knots (7) on $\Gamma$.
6. the function $\Phi(\sigma)=\frac{\omega_{1}(\delta)}{\omega_{2}(\delta)}$ is nondecreasing on ( $0, l]$.

Then, beginning with $n \geq n_{1}$ the SLAE (15) of collocation method has the unique solution $\xi_{k}(k=$ $\overline{-n, n})$. The approximate solutions $x_{n}(t)$ constructed by formula (11) converge in the norm of space $H^{(q)}\left(\omega_{2}\right)$ as $n \rightarrow \infty$ to the exact solution $x(t)$ of problem (10)-(9). Furthermore, the following error estimate is true:

$$
\begin{equation*}
\left\|x-x_{n}\right\|_{\omega_{2}, q}=O\left(\Phi\left(\frac{1}{n}\right) \ln n\right) \tag{16}
\end{equation*}
$$

## 4 Auxiliary results

We will formulate one result from [6], establishing the equivalence ( in sense of solvability ) of SIDE (9) and the singular integral equation (SIE). This result we will use for proving the theorems of convergence.

Using the integral representations [6]

$$
\begin{align*}
& \frac{d^{q}(P x)(t)}{d t^{q}}=\frac{1}{2 \pi i} \int_{\Gamma} \frac{v(t)}{\tau-t} d \tau, \quad t \in F^{+}  \tag{17}\\
& \frac{d^{q}(Q x)(t)}{d t^{q}}=\frac{1}{2 \pi i} \int_{\Gamma} \frac{v(t)}{\tau-t} d \tau, \quad t \in F^{-}
\end{align*}
$$

we reduce the problem (10)-(9) to the equivalent (in terms of solvability) singular integral equation (SIE)

$$
\begin{align*}
& (\Theta v \equiv) C(t) v(t)+\frac{D(t)}{\pi i} \int_{\Gamma} \frac{v(\tau)}{\tau-t} d \tau+ \\
& +\frac{1}{2 \pi i} \int_{\Gamma} h(t, \tau) v(\tau) d \tau=f(t), t \in \Gamma \tag{18}
\end{align*}
$$

for the unknown function $v(t)$ where

$$
\begin{align*}
C(t) & =\frac{1}{2}\left[A_{q}(t)+t^{-q} B_{q}(t)\right] \\
D(t) & =\frac{1}{2}\left[A_{q}(t)-t^{-q} B_{q}(t)\right] \tag{19}
\end{align*}
$$

$h(t, \tau)$, is the Hölder function by both variables. The obvious formula for determining $h(t, \tau)$ can be found in [6].

Note that the right-hand sides in (18) and (10) coincide by virtue condition (9).

The equivalence of the existence of the solutions between the SIE (18) and the problem (10)-(9) is the result of the following lemma from [6].

Lemma The SIE (18) and problem (10)- (9) are equivalent in terms of solvability. That is, for each solution $v(t)$ of SIE (18) there is a solution of problem (10)- (9), determined by formulae

$$
\begin{gather*}
(P x)(t)=\frac{(-1)^{q}}{2 \pi i(q-1)!} \int_{\Gamma} v(\tau)\left[(\tau-t)^{q-1} \times\right. \\
\left.\times \ln \left(1-\frac{t}{\tau}\right)+\sum_{k=1}^{q-1} \tilde{\alpha}_{k} \tau^{q-k-1} t^{k}\right] d \tau  \tag{20}\\
(Q x)(t)=\frac{(-1)^{q}}{2 \pi i(q-1)!} \int_{\Gamma} v(\tau) \tau^{-q}\left[(\tau-t)^{q-1} \times\right. \\
\left.\quad \times \ln \left(1-\frac{\tau}{t}\right)+\sum_{k=0}^{q-2} \tilde{\beta}_{k} \tau^{q-k-1} t^{k}\right] d \tau
\end{gather*}
$$

( $\tilde{\alpha}_{k}, k=\overline{1, q-1}$ and $\tilde{\beta}_{k}, k=\overline{0, q-2}$ are real numbers) and vice versa for each solution $x(t)$ of problem (10)- (9) there is a solution $v(t)$

$$
v(t)=\frac{d^{q}(P x)(t)}{d t^{q}}+t^{q} \frac{d^{q}(Q x)(t)}{d t^{q}}
$$

to the SIE (18).
Furthermore for given set of linear- independent solutions of (18), there are corresponding set of linear- independent solutions of the problem (10)- (9) and vise versa. In formulae (20) $\ln (1-t / \tau)$ and $\ln (1-\tau / t)$ ( for given $\tau$ ) there are the branches that vanish at the points $t=0$ and $t=\infty$, respectively.

## 5 Proof of theorem 2

Using the conditions (12)

$$
\begin{equation*}
R_{n}\left(t_{j}\right)=0, \quad j=\overline{0,2 n} \tag{21}
\end{equation*}
$$

we obtain that the (15) is equivalent to the operator equation

$$
\begin{equation*}
U_{n} M U_{n} x_{n}=U_{n} f \tag{22}
\end{equation*}
$$

where $M$ is an operator defined in (10). We will show that if $n \geq n_{1}$ is large enough, then the operator $U_{n} M U_{n}$ is reversible. The operator acts from the subspace

$$
\stackrel{o}{X}_{n}=\left\{t^{q} \sum_{k=0}^{n} \xi_{k} t^{k}+\sum_{k=-n}^{-1} \xi_{k} t^{k}\right\}
$$

(the norm is defined as in $H^{(q)}\left(\omega_{2}\right)$ ) to the space $X_{n}=\sum_{k=-n}^{n} r_{k} t^{k}$, (the norm is defined as in $H\left(\omega_{2}\right)$ ).

In similar way, by using the formulae (17) we represent the functions $\frac{d^{q}\left(P x_{n}\right)(t)}{d t^{q}}$ and $\frac{d^{q}\left(Q x_{n}\right)(t)}{d t^{q}}$ by Cauchy type integrals with the same density $v_{n}(t)$ :

$$
\begin{align*}
& \frac{d^{q}\left(P x_{n}\right)(t)}{d t^{q}}=\frac{1}{2 \pi i} \int_{\Gamma} \frac{v_{n}(t)}{\tau-t} d \tau, \quad t \in F^{+}  \tag{23}\\
& \frac{d^{q}\left(Q x_{n}\right)(t)}{d t^{q}}=\frac{t^{-q}}{2 \pi i} \int_{\Gamma} \frac{v_{n}(t)}{\tau-t} d \tau, \quad t \in F^{-}
\end{align*}
$$

By $\Upsilon_{n}$ we denote the polynomial class of the form

$$
\sum_{k=-n}^{n} \gamma_{k} t^{k}, \quad t \in \Gamma
$$

where $\gamma_{k}$ are arbitrary complex numbers.
Using formulae (13) and relations (14) we obtain from (23)

$$
\begin{gathered}
v_{n}(t)=\sum_{k=0}^{n} \frac{(k+q)!}{k!} t^{k} \xi_{k}+ \\
+(-1)^{q} \sum_{k=1}^{n} \frac{(k+q-1)!}{(k-1)!} t^{-k} \xi_{-k}
\end{gathered}
$$

and so $v_{n}(t) \in \Upsilon_{n}$.
Using (23), Eq. (22) as well as problem (10)(9) can be reduced to an equivalent equation (in same sense of solvability)

$$
\begin{equation*}
U_{n} \Theta U_{n} v_{n}=U_{n} f \tag{24}
\end{equation*}
$$

treated as an equation in the subspace $X_{n}$. Obviously, the eq. (24) is the equation of collocation methods for SIE (18). For SIE the collocation method was considered in [2] where sufficient conditions for the solvability and convergence of this method were obtained.

From (23) and $v_{n}(t) \in \Upsilon_{n}$ we conclude that if $v_{n}(t)$ is the solution of equation (24), then $y_{n}(t)$ is the discrete solution of the system $U_{n} M U_{n} x_{n}=U_{n} f$ and vise versa. We can determined $y_{n}(t)$ from relations (20):

$$
\begin{gather*}
\left(P y_{n}\right)(t)=\frac{(-1)^{q}}{2 \pi i(q-1)!} \int_{\Gamma} v_{n}(\tau)\left[(\tau-t)^{q-1} \ln \left(1-\frac{t}{\tau}\right)+\right. \\
\left.\quad+\sum_{k=1}^{q-1} \tilde{\alpha}_{k} \tau^{q-k-1} t^{k}\right] d \tau \tag{25}
\end{gather*}
$$

$$
\begin{aligned}
\left(Q y_{n}\right)(t)= & \frac{(-1)^{q}}{2 \pi i(q-1)!} \int_{\Gamma} v_{n}(\tau)\left[(\tau-t)^{q-1} \ln \left(1-\frac{\tau}{t}\right)+\right. \\
& \left.+\sum_{k=0}^{q-2} \tilde{\beta}_{k} \tau^{q-k-1} t^{k}\right] d \tau
\end{aligned}
$$

As was mentioned above, the function $y_{n}(t)$ is determined through $v_{n}(t)$ from (25) uniquely.

It follows if the equation (24) has a unique solution $v_{n}(t)$ in subspace $X_{n}$, then the following relation

$$
\begin{equation*}
y_{n}(t)=x_{n}(t) \tag{26}
\end{equation*}
$$

is true.
We will show that for Eq. (24) all conditions of theorem 3[2] are satisfied.

From condition 1 of theorem 2 and from (19) we obtain the condition 1 of theorem 3[2]. From the equality

$$
[C(t)-D(t)]^{-1}[C(t)+D(t)]=t^{q} B_{q}^{-1}(t) A_{q}(t),
$$

we conclude that indexes of functions of $[C(t)-$ $D(t)]^{-1}[C(t)+D(t)]$ has to be zero which coincides with condition 2 of theorem 3[2]. Note other conditions of theorem 2 coincide with conditions of theorem 3[2].

Because $h(t, \tau) \in H\left(\omega_{1}\right)$ then the exact solution $v(t) \in H\left(\omega_{1}\right)$.

Assumptions 1)-6) in theorem 2 provide the validity of all assumptions of theorem 3 in [2]; therefore the Eq.(24) with $n \geq n_{1}$ is uniquely solvable. The approximate solutions $v_{n}(t)$ of (24) converge to the exact solution $v(t)$ of SIE (18) in the norm of the space $H\left(\omega_{2}\right)$ as $n \rightarrow \infty$. Hence the operator equation (22) and the SLAE (15) has unique solution for $n \geq n_{1}$. From theorem 3[2] the following relation holds:

$$
\begin{equation*}
\left\|v-v_{n}\right\|_{\omega_{2}}=O\left(\Phi\left(\frac{1}{n}\right) \ln n\right) \tag{27}
\end{equation*}
$$

From (20), (25) and (26) we obtain

$$
\left\|x-x_{n}\right\|_{\omega_{2}, q} \leq c\left\|v-v_{n}\right\|_{\omega_{2}}
$$

From last relation and from (27) we have (16).
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