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Abstract: - This paper proposesvisual perceptionand model reproduction based on imitation of a

partner robot interacting with a human. First of all, we discussthe role of imitation, and proposethe

methodfor imitative behaviorgeneration After the robot searchedor a humanby usinga CCD camera,
human hand positions are extrated from a seriesof imagestaken from the CCD camera.Next, the

position sequenceof the extractedhumanhand is usedas inputs to a fuzzy spiking neural network to

recognizethe position sequenceas a motion pattern. The trajectory for the robot behavioris generated
and updatedby a steady-stategenetic algorithm basedon the human motions pattern. Furthermore,a

self-organizingmap is usedfor clustering humanhand motion patterns.Finally, we show experimental
resultsof imitative behaviorgeneratiorthroughinteractionwith a human.
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1 Introduction

Natural communicationwith a humanis requirec
for various types of human-friendlyrobots such as
humanoid robots, personalrobots, pet robots, anc
entertainmentrobots [1-9]. The main methodsfor
natural communicationare natural languagesanc
gestures.The theory of relevanceemphasizeshe
importance of mutual cognitive environmentsfor
communication[10]. This indicatesthe high level
of perceptual capability is required for natura
communication. One of important roles in
perceptionis to specify or extract an object from
its background. This is deeply related with the
figure-ground problem [12]. According to the
theory of relevance,an object can be specified by
natural language and gestures.And also, Zadet
discussesthe relationship between perception anc
natural languagein his work on computing with
words [11]. The meaningof an object dependson
the environmentas a backgroundand the physica
embodimenttreating the object, i.e.,, how to use it
consideredas possibleactions. Therefore,we mus
take into accountall of natural language,gestures
perception, and action to realize natura

communication. In this paper, we focus on the
gestureimitation as a basic level of human-friendl
communication and proposea total mechanismof
behavior acquisition and behavior accumulatio
through the interaction with human from the
viewpointof constructivism.

Imitation is a powerful tool for gesture
interaction between children [6] and for teachin
behaviors to children by parents. Imitation is
defined as the ability to recognize and reproduc
others'action, and imitation has beenalso discusse
in the researchof social learning theory. In genera
the social learning is classified into two levels
observationallearning and imitative learning [12].
The conceptof imitative learning has been appliec
to robotics [1-6]. Basically, in the traditiona
researchesof learning by observation, a motior
trajectory of a human arm assemblingor handlirg
objects is measured,and the obtained data are
analyzedand transformedfor the motion control of
a robotic manipulator. Furthermore, various
biologically-inspired neural systems have beel
applied to imitative learning for robots [1-3].
Especially, the discovery of mirror neuronsis very


mailto:kubota@comp.metro-u.ac.jp
http://www.eng.metro-u.ac.jp/prec/SEKKEI/eng/index.html

Proceedings of the 5th WSEAS International Conference on Signal Processing, Istanbul, Turkey, May 27-29, 2006 (pp76-81)

important [1]. Each mirror neuron activates nol
only in performing a task, but also in observin
that somebody performs the same task. In this
way, imitation has been applied for learning
robotic behaviors. Rao and Meltzoff classifiec
imitative abilities into four stage progression: (i)
body babbling, (i) imitation of body movement:
(i) imitation of actions on objects, and (iv)
imitation based on inferring intentions of other:
[6]. The third stageof imitation was realizedin the
previous research.If the robot can perform the
fourth stageof imitation, the robot might develoj
in the sameway as humans Actually, we shoulc
discusshow to reproducethe behaviorsacquiredby
the robot, before discussingthe fourth stage of
imitation. Therefore, we focus on behavio
coordination based on imitation. For this, the
robot should have three modes of human searck
interaction with human, and imitative learning
motions at least. First of all, the robot detectsa
human, and extracts his or her hand motion by
image processing. Next, the hand motion is
recognizedas a gestureby using a spiking neura
network [13] and a self-organizing map [14].
Furthermore, a steady-state genetic algorithrr
(SSGA) [15] is used for generatinga trajector
similar to the motion of the human hand. Finally,
the acquiredmotion patternsare incorporatedinto
the behavior coordination of the robot according
to the sensoryinputs. We discussthe interactive
learning between a human and a partner robor
basedon the proposedmethodthrough experimer
results.

This paperis organizedas follows. Sectiol
2 explains the imitative behavior generationanc
the behavior coordination of a partner robot
Section 3 shows severalexperimentresults of the
partnerrobotbasedon theimitative learning.

2 | mitation and Behavior

Coordination

2.1 A Partner Robot and Visual Perception

We developeda human-like partner robot Hubor
[9] in order to realize the natural communicatio
with a human(Fig.1). This robot is composedof a
mobile base,a body, two armswith grippers,and s
headwith pan-tilt structure.The robot has various
sensorsuchastwo CCD camerasfour line sensor
(infrared sensors),microphone, ultrasonic sensor
touch sensorsin order to perceiveits environmer
and internal states.Each CCD cameracan captur
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Fig.1: A human-likepartnerrobot; Hubot

an imagewith the rangeof -30° and 30° in front of

the robot. Furthermore,many encodersare equippe
with the robot. Two CPUs are used for sensing
motion controlling, and communicating. Therefore
the robot can take various behaviorslike a human
In previous researches,we proposed a humai
detectionmethod using a seriesof imagesfrom the
CCD cameraand an interactive trajectory planning
methodfor a hand-to-handbehavion8,9].

The robot takes an image from the CCD
camera,and extractsa human(Fig.2). In this paper
a long-term memory based on differentia
extractionis usedto detecta humanconsideredas a
moving object. Figure 3 shows an example of the
visual tracking based on the human extraction. If
the robot detectsa human, the robot extracts the
motion of the human hand. The sequenceof the
humanhand is the inputs to the robot. The detailec
procedureis explainedin the following. A humat
wearsa blue glove for performinga gesturedisplayes
to the robot in order to simplify the problem. After
the taken image is transformedinto the HSV colol
space, color correspondingto the blue glove is
extractedby using thresholds Next, the blue glove is
detected by using template matching based on a
steady-stat genetic algorithm (SSGA). The SSG#
simulates the continuous model of the generatior
which eliminatesand generates few individualsin a
generation (iteration) [15]. The sequenceof the
hand position is representedoy G(t)=(G(t), Gy(t))
wheret=1, 2, ..., T; the maximal numberof image:
isT.

22 A Fuzzy Spiking Neural Network for

Human Motion Extraction

We apply a fuzzy spiking neural network (FSNN;
for memorizing severalmotion patternsof a humai
hand, becausethe human hand motion has specific
dynamics. A SNN [13] is often calleda pulsedneura
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network and is consideredas one of the artificial
NNs imitating the dynamicsintroducedthe ignition
phenomenon of a cell with the propagatio
mechanism of the pulse between cells. In this
paper, we use a modified simple spike respons
model to reduce the computationalcost. First of
all, the action potential h(t) used as an interna

stateis calculatedcasfollows;
h(t) = tanh(h®"(t) + h™(®) + h* (1)) M

Here hSYt) including the output pulsesfrom othe:
neuronsand h®X{(t) is the input to the ith neuror

from the external environment. Furthermore
h'e(t) is usedfor representinghe refractorinessof

the neuron When the internal state of the ith
neuron is larger than the predefinedthreshold, a
spikeor animpulseis outputtedasfollows;
(D_m it h*'(t)>q

Y720 otherwise 2
where ¢, is a thresholdpredefinedfor firing. Here
spiking neurons are arranged on a planar grid
(Fig.4) and the number of the neuron(N) is set al
25. By using the valuesof a humanhand position
the input to the ith neuronis calculated by the
Gaussianmembershigunctionasfollows;

0 e -c@|fC
) =en A5G0

u

3)

wherec=(c,;, ¢, ) is the position of the ith neuror
on the image; o is a standard deviation. The
sequenceof spike outputsp(t) is obtainedby using

the human hand positions G(t). The weighi
parameterdetweenspiking neuronsare trained by
the Hebbian learning algorithm based on the
temporallysequentiakpikesasfollows,

Wi« tanr(ngt ElNi it Ewgt [pi (t) [pj (t —1)) @

where y"t is a discountrate and V9t is a learning

rate. Because the adjacent neurons along the
trajectory of the human hand position are easily
fired by the Hebbian learning, the FSNN car
memorize the temporal spike patterns based on
various gestures.Next, the sequenceof the fired
spiking neuronsare as an input for clusteringby a
self-organizing map (SOM) based on the
competitive learning in order to memorize anc
detecta spatialpatternof a humangesture.
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Fig.3: An exampleof visualtracking: (A) An original
image,(B) Reducedcolorsimage,(C) differencebetweel
two imagesand(D) Theresultof differentialfilter.
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.3 Imitative Behavior Generation

The essential of an imitative learning in this
method is to acquire a behavior according to a
human physical motion. After behavior acquisition
a behaviorsimilar to the humanmotion can be usec
as a communicationsignal, i.e., a gesture.The robo
can acquirea behaviorby incorporatingsomeactior
segment from the human gesture. A trajectoy
planning problemfor a behaviorcanresultin a patf
planning problem from an initial configurationto a
final configuration correspondingto the motion of
the detectedhuman hand. Here a configuration is

expressedy a set of joint angles,becauseall joints
arerevolute,

0=(6,6,,8,)" OR )

where n denotesthe DOF of a robot arm. The
numberof DOF of the partnerrobot shownin Fig.1
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is 4 (n = 4). In addition, the position of the end-
effector (robot hand or gripper), P=(p, Py p,)" on

the base frame. Because a trajectory can be
represented by a series of m intermediat
configurations, the trajectory planning problem is
to generate a trajectory combining severe
intermediate configurations correspondingto G(t).
SSGA is applied to generatea trajectoy for ar
imitative behavior correspondingto a human hanc
motion. Here the SSGA for detectinga humanhanc
is called SSGA-1,while the SSGA for generatinga
trajectoryis calledSSGA-2.

Figure 5 shows a total architecture of
generatinga trajectory for a robot behavior. First
of all, the robot detectsthe human hand positior
by SSGA-1,andthen,SOM selectsa nodeaccording
to the human hand motion as inputs, and its
correspondingtrajectory is selectedby referring to
the knowledge databasestored. The trajectory is
used for generating initial trajectory candidate
(6!N'T) as an initial population of SSGA-2. Next,

SSGA-2 outputs the best trajectory, and the robor
displaysit to thehuman.

A trajectory candidateis composedof all
joint variables of intermediate configuration
(Fig.6). Initialization  generates an initial
population based on the previous best trajecton
storedin the knowledgedatabasdinked with SOM,
The jth joint angle of the kth intermediat
configuration in the ith trajectory candidateei‘j’k,

which is representeds a real number,is generate
asfollows (i=1, 2, ..., Q),

INIT |
B <0k +|3]-|:|N(0,1) (6)

L

where B'N'Tj,k is the previous best trajectory

referred from the knowledge base; Bj' is a

coefficientfor the jth joint angle.A fithessvalueis
assigned to each trajectory candidate. The
objective is to generatea trajectory realizing the
possibly short distance from the initial
configuration to the final configuration while
realizing good evaluation. To achieve the
objectiveswe usea following fithessfunction,

fi=1, +n' f, (7
wherenT is a weight coefficient. The first term, fp,

denotesthe distancebetweenthe hand position anc
the target point. The secondterm, f,, denotesthe

sum of squaresof the differencebetweeneachjoint
angle between two configurations of t and t-1.
Therefore, this trajectory planning problem car
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Fig.6: Therepresentatioof theith trajectorycandidate
composedf mintermediateconfigurations

result in a minimization problem. A selectiol
removes the worst individual from the curren
population. Next, an elite crossoveris performec
The elite crossover generatesan individual by
incorporatingseveralgenesfrom the bestindividual
in the population. Consequently, the wors
individual is replacedwith the individual generate
by the elite crossover. Furthermore, we use the
adaptive mutation basedon the fithess vault. The
searchingprocessesusing the internal simulator are
repeateduntil the termination condition is satisfied
Here we use the maximal times of interna
evaluationssthe terminationcondition.

The robot can simply extend the acquire
motions into duplication in a same phase
duplicationin a different phase,and combinationof
different motions to realize the motion using botfr
arms. Thesemotion reproductionis performsin the
modeof interactionwith human.
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Fig.7: Theexperimentaftesultof imitative learning

3 Experiments

This section shows experimental results of the
partner robot Hubot. First, we show the imitative
learning. The size (X,Y) of animageis (160, 120)
Here a trial is defined as one cycle from humat
hand detection by SSGA (SSGA-1), spatial anc
temporal pattern learning of human hand motior
by FSNN, gestureclusteringby SOM, and behavio
generationby SSGA (SSGA-2). The number of
spiking neurons(N) is 25, and the numberof node:
in SOM is 10. The populationsizesof SSGA-1anc
SSGA-2are 120 and 200, respectively.The numbe
of evaluationsn SSGA-1and SSGA-2are 300 anc
5000, respectively. Furthermore, local hill-
climbing searchs usedin SSGA-2.

Figure 7 shows an example of imitative
learning and Fig.8 shows the history of the node
selectedin SOM in the learning. The persontries
to display various motions in order to know the
reactive motion patterns of the robot. Therefore
several nodes are selectedat first, but gradually
similar nodes are selectedrepeatedly.Finally, the
aim of the humantrial is to teacha circular hanc
motion. The person moved his right hand like a
circle (Fig.7 (1)-(4)), and then, the robot movec
the right handin the sameway as the persondid
(Fig.7 (5)-(8)). In this way, the robot memorize
varioushumanhandmotion patterns.

Figures9 and 10 shows more complicate:
gesturesand their correspondingmotion pattern
generatedby SSGA-2. The circle indicates the
detected hand positions correspondingto motior
patterns. The robot extracts human motior
patterns and reproduces them in the interna
representationof the robotic configuration space
Figures 11 shows the history of the best fitnest
valueof SSGA-2in theimitation shownin Fig.9.
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Fig.8: The changeof the node selectedin the SOM
accordingo humanhandmotionpatterns.

4 Summary

This paperproposedimitative learning for a partne
robot. We must realize the high level of sigha
processingand system integration in order to dea
with human factors. We applied a fuzzy spiking
neural network for extracting spatial and tempora
patterns of human gestures,a self-organizing may
for clustering gestures,and a steady-stategeneti
algorithm for generatinga trajectory to perform a
behavior similar to the human motion pattern
Experimental results show that the robot acquire
various motion patterns by imitating human hanc
motions. However, the voice recognitionis requirec
for naturalcommunication.

In our other research,we integrated voice
recognition and gesture recognition for mobile
partner robots [16], and furthermore, we use(
multilayer perceptron as behavior learning
Therefore as a future work, we intend to
incorporatethe behaviorlearning method instead of
knowledgedatabaseisedin SOM.
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Fig.9: An experimentatesultl of imitative learning
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Fig.10: An experimentatesult2 of imitative learning
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