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Abstract-- Speech process has benefited a great deal from the wavelet transforms. Wavelet packets decompose 
signals in to broader components using linear spectral bisecting. In this paper, mixtures of speech signals are 
decomposed using wavelet packets, the phase difference between the two mixtures are investigated in wavelet 
domain. A geometrical model is defined and an adaptive algorithm is proposed based on phase difference 
parameter in wavelet domain. Speech signals are separated from mixtures in an overcomplete-case. 
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1. Introduction 
 

Blind source separation of speech signals has been 
a topic of research investigation in the field of signal 
processing in recent years. This problem involves 
recovering unknown sources only by observing some 
mixed signals of data [1]. Generally, it is assumed 
that sources are statistically independent from each 
other and at most one of them could be a Gaussian 
signal [2]. 

Several algorithms have been proposed in 
literature addressing the overcomplete source 
separation problem recently. Lewicki [3] provided a 
complete Baysian approach assuming Laplacian 
source prior to estimating both the mixing matrix and 
the source in time domain. Clustering solutions were 
introduced by Hyvarinen [4] and Bofill-Zibulesky 
[5]. Davies and Miltianoudis [6] employed modified 
discrete cosine transform (MDCT) to obtain a sparse 
representation. 

In this paper, two-sensor source separation with 
no additive noise is explored where the source 
separation problem becomes a one-dimensional 
optimal detection problem. A geometrical model in 
wavelet domain is defined and separation of sources 
is accomplished in accordance with their mixing 
order. We propose an algorithm based on phase 

difference between the data obtained from the 
sensors. Wavelet packets are obtained from 
decomposition of the two mixtures. 

 
2. Background Material 

 
Field of signal processing has benefited a great 

deal from wavelet transforms. Wavelets are 
transform methods that has been used a lot as a tool 
over the past decade. Wavelet transform is a time-
scale representation that decomposes signals into 
basis functions of time and scale, which makes it 
useful in applications such as signal denoising, wave 
detection, data compression, feature extraction, etc.  

There are many techniques based on wavelet 
theory, such as wavelet packets, wavelet 
approximation and decomposition, discrete and 
continuous wavelet transform, etc. 

Backbone of the wavelets theory is the following 
two equations: 
 

/ 2( ) 2 (2 ),
j jt t kj kϕ ϕ= −  (1) 

/2( ) 2 (2 ),
j jt t kj kψ ψ= −  (2) 

 

Where φ(t) and ψ(t) are basic scaling function and 
mother wavelet function respectively [7]. 
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A wavelet system is a set of building blocks to 
construct or represent a signal or a function. It is a 
two dimensional expansion set. A linear expansion 
would be as: 

 

,
0

( ) ( ) (2 )j
k j k

k k j

f t c t k d t kϕ ψ
+∞ +∞ +∞

=−∞ =−∞ =

= − + −∑ ∑∑  (3) 

 

Most of the results of wavelet theory are developed 
using filter banks. In applications one never has to 
deal directly with the scaling functions or wavelets, 
only the coefficients of the filters in the filter banks 
are needed. A full wavelet packet decomposition 
binary tree for tree scale wavelet packet transform is 
shown in figure (1). 

 
Figure (1) Full wavelet packet decomposition by filter banks 

 
 

3. Scattering plots 
 

Assume a set of M sensors and N source signals 
expressed as the following vectors: 
X(t)=[x1(t),x2(t),x3(t),…,xM(t)]T where xi(t) is the 
output of the ith sensor.  
S(t)=[s1(t),s2(t),s3(t),…,sN(t)]T where again si(t) is the 
ith source signal. 

In this paper we will assume noise-free 
instantaneous mixing model i.e. X(t)=A.S(t), where A 
denotes the mixing matrix. The source separation 
problems consist of estimating the original sources 
S(t), given the observed signals X(t). In the case of 
equal number of sources and sensors (N=M), a 
number of robust approaches using independent 
component analysis (ICA) have been proposed by 
Mitianoudis [8]. In the overcomplete source 
separation case (M<N), we need to estimate i) mixing 
matrix A and ii) source signals S(t). 

The scatter plots are plots of two or more signals 
in a single coordinate axes. In figure (2) we have 
shown a typical scatter plot of two sensor signals, 

that is, two mixtures of three speech signals are 
plotted. As the scatter plot shows each source signal 
is aligned in a particular direction. The most 
important parameter here is the angle θ which we 
refer to as the phase difference of two observed 
signals and is calculated as: 

]
)(
)([

1
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xP
xParctg

i

i
t =θ  (4) 

 

Where Pi(xj) is the ith packet wavelet of jth 
observation signal. By using scatter plot, two 
dimensional BSS problem is mapped into a one 
dimensional case with θt being the parameter of 
concern only. 
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Figure (2) scatter plot of x2(t) respect to x1(t) in wavelet 

Domain 
 
 

4. Separation algorithm 
 

In this section we propose an algorithm to 
separate speech signals from mixtures whenever 
there are more sources than sensors.  The 
separation criteria, is formulated using estimated 
mixing matrix. 

For instance, if there are two sensors and three 
sources then the mixing matrix is expressed as the 
following equations: 
 

⎩
⎨
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 (5) 

 

In the matrix form: 
 

                X=A.S  (6) 

 
For simplicity we can set all the coefficients in 

one of the above equations to one. The reason is only 
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the ratios of the signals are important to us. Equation 
(5) can be rewritten as: 
 

1 1 2 2 3 3( ) ( ) ( ) ( )t s t s t s t= + +
ur uur ur

X b b b             (7) 
 

Equation (7) suggests that each source signal in the 
scatter plots will be in the j

uur
b direction. For instance if 

s2(t) and s3(t) were both zero then the scatter plot will 
be in the direction of a11/a21. For assuming a11=1 
then the direction will be determined by a21. A 
typical figure showing the directions of signals of 
equation (7) are shown in figure (3). 

 
Figure (3) mixture vectors and source vectors in mixture space 

 
In order to increase the sparsity of signals we use 

the wavelet packet decomposition (WPD) on the 
observed signals [9]-[11], and wavelet packet 
coefficients will be used to plot the scatter-
representation.  

The block diagram of the proposed algorithm is 
shown in figures (4) and (5). 

 

 
Figure (4) block diagram of separation algorithm 

 

In figure (3) the mixing vector is also shown. 
Our purpose is to decompose the mixing vector 
in the direction of unit vectors 1 2 3, ,b b b

ur uur ur
in such 

that the optimum value for every source signal is 
obtained. Note that there could be many different 
vector combinations of ii bs that will produce X . 
This is because we have less degree of freedom 
(overcomplete-case).  

In the scatter plots every source signal could be 
partitioned into two groups of points. First group are 
the geometrical focus points that are aligned in the 
direction of their own unit vectors, that is in the 
direction of ib . In order to find these focus points the 
phase angles of all the points in the vector space are 
calculated and compared with the direction of every 
source in the scatter plot. A minimum angle 
difference is assumed. Those points with lower than 
the threshold level are therefore allocated to a 
specific ib direction. This is shown in figure (4). 

 

 
Figure (5) block diagram of separation algorithm 

 
The second group are those points that do not pass 

from the threshold for phase angle and therefore we 
need to set criteria in order to allocate them to 
specific direction. This is explained as in figure (5). 

As the block diagram of figure (5) shows, first 
wavelet packet of each mixture is calculated. 
Then using equation (4) the phase angle between 
the mixtures is obtained. The next step is to use a 

Obtaining Mixtures of X2(t), X1(t) 

Wavelet Packet Decomposition for 
each mixture

Obtaining Phase differences between packets 

Decomposition points in direction of 
mixing vectors in order to obtaining 
minimum value for cost function 

Inverse Wavelet Transform for 
obtaining each source signalFind θi for every point 

Determine the difference with each 

ib direction 

Allocate to source i  that has 
minimum difference 

Obtaining Mixtures of X2(t), X1(t) 

Wavelet Packet Decomposition for 
each mixture
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cost function as: 

323121
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To obtain minimum correlation between any 
two decomposed signals. Minimization is based 
on steepest decent algorithm: 

 

             0=
∂
∂

ks
J                                    (9) 

Minimization is accomplished in an adaptive 
fashion. 
 
 
 

5. Simulation results 
 

We have tested our algorithm in two different 
cases, which are i) two sources and ii) three 
sources. Figures (6-a) and (6-b) show a music 
and speech signals respectively. These signals 
are mixed and two mixtures obtained which are 
shown in figures (6-c) and (6-d). Then we 
applied our algorithm to these mixtures and 
results are plotted in figures (6-e) and (6-f). In 
figures (6-g) and (6-h) we have also shown 
errors between original source signals and those 
estimated using the proposed algorithm. 
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Figure (6) source signals (a,b), mixture signals (c,d), estimated 

signals (e,f), error signals (g,h)  
 
To evaluate the efficiency of our algorithm, we 

computed signal to noise ratio (SNR) as: 

)
)(ˆ)(

)(
log(10 2

2

tsts

ts
SNR

−
=          (10) 

where )(ˆ ts  is the estimated signal? Results are 
shown in table below. 
  

Table:  SNR of estimated source signals 
 

- SNR1(db) SNR2(db) SNR3(db) 
2 speech & music 32.56 32.34 - 

3 speech 29.8 28.65 25.63 
 

 
Figures (7) show the simulation results for three 

speech signals. 
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Figure (7) source signals (a,b,c), mixture signals (d,e), estimated 

signals (f,g,h)  
 

 
 

6. Conclusion 
 

In this investigation we have shown that one can 
use the coherent phase information between wavelet 
packets to estimate mixing matrix in a speech 
mixtures.  

We mapped two dimensional problem to one 
dimensional (phase differences between two packets 
in wavelet domain.) and then we get more accurate 
estimation of the source signals. Two examples with 
two and three source components in the mixture were 
undertaken for simulations. Results indicate that we 
have been able to estimate the mixing matrix with a 
high degree of accuracy. Finally we must add that if 
high resolutions are used in wavelet packet domain, 
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we will be able to obtain better estimations of source 
signals.  
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