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Abstract: This paper describes an optimal method of inserting new frames or recovering missing frames in a video
sequence. The method is based on an optimization scheme using graph-cuts that finds the ‘optimal’ frames to be
inserted in between two given frames. The core problem is a typical visual correspondence problem between pixels
in two or more frames and having formulated the appropriate energy, graph-cuts can be used for optimization. The
two frames are assumed to be ‘close’ and the motion of the objects is small. The motion is seen as a set of
two dimensional disparities, and the graph-cuts based optimization is able to find these. Once the disparities are
found, an intermediate frame can be trivially placed at an arbitrary position in between the two original frames.
The advantage of using graph-cuts instead of the typical techniques used in calculating optical flow lies in the
global nature of the graph-cuts optimization. The success of our method is shown with synthetic and real image
sequences. We show how the method can be extended to insert multiple frames in between the given two frames.
One of the immediate applications is generation of synthetic slow-motion sequences.
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1 Introduction

In this paper, we address the problem of synthesiz-
ing new video frames based on existing neighboring
frames. The challenge is to establish pixel correspon-
dence between frames in the presence of moving or
changing background and moving objects. In other
words, given a pixel, we need to find the correspond-
ing pixels in the given set of frames, in order to estab-
lish the path of the pixel within the spatio-temporal
volume. Related but not equivalent problems are im-
age completion, image and video texture synthesis
[1], background removal and correction of corrupted
video frames [2]. Although our focus in this paper is
the frame synthesis problem, the methodology can be
extended to handle those related problems as well.

The proposed method relies on the ability to solve
the correspondence problem in a globally optimum
manner. However, solving the correspondence is a
difficult problem and we use the the graph-cuts based
methods made available by Boykov et al. [3]. There
are proven guarantees of convergence to a solution in
the proximity of the global minimum depending on
the energy function used. Once the correspondences
are established across the given set of frames, the
frame synthesis problem becomes a mere interpola-
tion problem along the time axis to find the path of

the pixel.

There are similar applications and methods of
processing image sequences. Image sequence pro-
cessing has become important due to the popularity
of digital media. The applications include video noise
removal, hole-filling and frame synthesis. Kokaram
and Godsill [4] use a Markov chain Monte Carlo
methodology to detect and remove additive noise
components and thereby treat missing data in video.
Global techniques have successfully been employed
to solve the video completion problem. Such tech-
niques tend to estimate the path of a pixel within the
space time volume of the video sequence [2]. Once
the paths of all the pixels which show motion are
found it is possible to construct a new frame. Al-
though the results of such methods are impressive, as
the paths of a large number of points within the space
time volume have to be calculated, they are compu-
tationally expensive. Local techniques of establishing
pixel correspondence, although inferior to the global
techniques in terms of the accuracy, have the distinct
advantage of being fast. Our method being a global
optimization scheme is capable of producing accurate
results whilst being reasonably fast. This is a new ap-
plication of using the ability of the graph-cuts opti-
mization to globally estimate motion.
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Figure 1: The pixel p in frame n is moved to pixel
p′ in frame n + 1. For this pixel, motion parameters
(disparities) are fh

p = 4 and fv
p = 2.

2 Method

The target video completion problem is casted as a
visual correspondence problem. Corresponding pixels
are found in two views (frames) taken at two instances
of time. The two views are not similar due to motion.
The ‘new’ frame is expected to preserve the integrity
of the objects present in the previous and subsequent
frames (see Figure 1).

2.1 Pixel Correspondence

The path of each pixel within the spatio-temporal
volume should be found in order to synthesize a
new frame. Figure 2 shows such an imaginary path.
The main concern is that due to the dynamic nature
of video making, simple cross–correlation matching
techniques do not produce useful results. The reason
is that such methods are inherently local. The pro-
posed approach of solving this problem is to use the
graph-cuts based labeling techniques to find the pixel
correspondences in a globally optimum manner.

The energy function minimized using graph-cuts
tends to assign a label to each pixel. The label as-
signment is done depending on the ‘preference’ of the
pixel in question to be assigned with the label in ques-
tion (called the data cost) as well as maintaining the
piecewise smoothness of the label assignment (called
the smoothness cost). There are two components in
the energy function corresponding to these costs given
by:

E(f) = Esmooth(f) + Edata(f), (1)

where f is the label and E(f) is the cost associated
with assigning label f . The corresponding energy
function is of the form [3]

E(f) =
∑

{p,q}∈N

Vp,q(fp, fq) +
∑
p∈P

Dp(fp). (2)
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Figure 2: Path of a pixel within the spatio-temporal
volume

Here the first summation represents the pairwise pixel
interaction cost where N is the pixel neighborhood.
fp ∈ L is the label assigned to pixel p. The second
summation represents the data term where P is the set
of possible pixels. In the context of motion estima-
tion, the goal is to assign a label to each pixel denoting
the motion exhibited by the point corresponding to the
same pixel. Therefore, the possible labels are two di-
mensional disparity quantities representing the com-
bination of vertical and horizontal motion. In other
words, for a given pixel in one frame, the most simi-
lar pixel in the other frame is found within the limits
of possible disparity labels. In addition to this pixel
similarity, the labels are assigned in a smooth fashion
due to the contribution of the first term in Equation2.
Interested readers are referred to the following refer-
ences for details on how the energy minimization is
taken place [5, 3, 6]. The energies are formed to in-
corporate the motion seen between two frames. The
Edata part of the energy is calculated as a function of
(Ip − I ′p+d) for every color plane, R,G and B. I′p+d is
the intensity of the pixel with a disparity d compared
to pixel p in the first frame with intensity Ip. The
Esmooth part is calculated as e(fp−fq)2/(2σ2). Here σ
is the standard deviation of the image intensity. The
energy quantities and σ are evaluated with respect to
each of the color planes and combined appropriately.
It is important to note that two dimensional disparities
are required to be used and therefore fp and fq are two
dimensional quantities. The algorithm that is capable
of minimizing such energies is the so called swap al-
gorithm [3]. Our current implementation permits to
find pixel correspondences between a pair of images.
Considering a pair at a time, correspondences across
more than a pair can also be found.

2.2 Disparity Labels
The maximum amount of disparity between the two
frames should be specified in advance for the graph-
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cuts based motion recovery algorithm. We assume a
range of disparities from 0 pixels to the maximum dis-
parity with increments of one. Maximum disparity
should be chosen to include all the possible motions
of pixels. However, the least should be selected as the
computation time increases with the number of labels.
In our experiments, these maximums are less than 10
pixels for both the synthetic and real images.

2.3 Frame Synthesis
New frames are synthesized depending on the pixel
correspondences made as described in Section 2.1.
Assuming that pixel concerned in frame n is pn and
the pixels correspondences have been made across m
frames, pixels pn−m, pn−m+1, . . . , pn correspond to
each other. Since the coordinates xn, yn of each of
these are available, it is possible to fit a curve and find
the path of pixel p within the spatio-temporal volume.
In the current implementation, we consider only a pair
of neighboring pixels and therefore m = 1. This sim-
plifies the calculation and we consider linear interpo-
lation of pixel position. With these assumptions the
value of the pixel p on the newly synthesized frame
is:

Inew
p,α =

{
Ip if dp = 0
Ip+d/α if dp �= 0.

(3)

where dp is disparity (label) assigned to pixel p and
α ∈ (0, 1) controls where the new frame is placed.
By selecting equispaced values for α more than one
new frame can be generated.

3 Results
The method described in Section 2 is used for frame
insertion for both synthetic and real sequences. Fol-
lowing assumptions are made, without loosing gener-
ality, to make the motion calculation step simpler and
faster:

1. No significant motion exists in vertical direction.

2. Background is still and therefore can be used for
filling in occluded portions (camera is still).

3. The moving objects move only in left direction.

Figure 3 shows the results obtained using a synthetic
pair of frames. The square and the circle are the ob-
jects that have moved. The graph-cuts based corre-
spondence algorithm is able to accurately assign la-
bels to those pixels which have moved. The new
frame is inserted midway between the two original
frames using Equation 3. Figure 4 shows the results
of inserting three frames. The motion of the person is
accurately reconstructed, particularly observable from

(a) Original - frame n − 1 (b) Original - Frame n

(c) Newly inserted frame

Figure 3: Results with synthetic images (a) and (b)
are two adjacent frames and (c) is the new inserted
frame. The dark regions to the right of the objects are
retained to accentuate motion representation. A grid
is manually placed for easy comparison.

the motion of features such as legs and arms. This
shows the potential of our algorithm in the area of gen-
erating slow-motion sequences.

The method is applied to real video frames as
shown in Figure 5. The two original frames, the newly
generated frame and the motion image are shown. The
two original frames are 9 frames apart in a typical 30
frames per second sequence obtained using a commer-
cial camcorder at a resolution of 320 × 240. The mo-
tion has been recovered up to a satisfactory degree of
accuracy. The scene itself is a comparatively difficult
scene for the algorithm, with the moving person occu-
pying a large portion of the image. Moreover, the mo-
tion is non-rigid, specially the motion of the clothes
worn by the person. Although the newly generated
frame is therefore meaningful here, when the original
frames are far apart, the motion recovery may be in-
accurate.

4 Conclusion
In this paper we have presented a system with the abil-
ity of using an energy minimization scheme to synthe-
size a new video frame within a given set of frames.
Our method relies on the ability of energy minimiza-
tion based on graph-cuts to assign disparity labels to
pixels representing motion. The pixel path within
the video volume is found using the pixel correspon-
dences. New frames are synthesized by an appropri-
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(a) Original - frame 78 (b) Original - frame 79

(c) New frame 1 (d) New frame 2 (e) New frame 3

Figure 4: Synthesis of 3 intermediate frames with real images. (a) and (e) are two adjacent frames and (b), (c) and
(d) are the newly inserted frames after light median filtering. A grid is manually placed for easy comparison.

(a) Original - frame 26 (b) Original - frame 38

(c) Inserted (d) Motion

Figure 5: Results with real, comparatively difficult
images (a) and (b) are two adjacent frames and (c) is
the new inserted frame. (d) shows the motion between
(a) and (b). Higher the intensity larger is the motion.
A grid is manually placed for easy comparison.

ate interpolation. Synthetic and real results show the
success of the method. This approach is a novel ap-
plication of graph-cuts based optimization to success-
fully solve the frame synthesis problem. However, the
processing time for a typical frame is in the range of
seconds and therefore the method is suitable only for
off-line processing.

4.1 Future Work
The current implementation has been done with a
set of simplifying assumptions stated in Section 3.
We plan to produce results with less restrictive as-
sumptions and will be made available on our web
page http://mahaweli.eng.uwo.ca/iris/vidcompl.html.
There are a couple of areas where further investiga-
tion is required. First, methods of obtaining the pixel
path in a straight forward manner, instead of match-
ing pairs of frames at a time will be interesting. Sec-
ond, the possibility of generalizing our system to han-
dle situations such as object removal from video and
restoring corrupted video should be investigated.
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