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Abstract:In this paper we propose a new hardware/software environment for designing and testing control systems
based onH2 andH∞ methods, where an innovative procedure is used for controller tuning. Model identification
and controller design are carried out by means of a new software ControlAvH, which makes transparent for the user
the mathematical complexity associated with controller design, and additionally provides a friendly user interface.
A hard real time system for simulation and controller implementation has been developed, based on Real Time
Linux (Linux-RTAI). The complete system provides a flexible and scalable environment for controller design,
implementation and evaluation with hard real time restrictions.
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1 Introduction

Traditionally, there has been a gap between the con-
trol engineers who design the components of the con-
trol system and the software engineers who imple-
ment them. So that a thorough understanding of the
methodologies used in both disciplines would make
the overall process more cohesive. Component-based
design of control systems has several advantages over
the current practice of design, especially for stream-
lining the transition from simulation to real imple-
mentation. Setting and abiding by standards for the
interfaces between the components facilitates rapid
prototyping from the simulation stage to the imple-
mentation stage. The basic idea is: Ideally, con-
trollers, signal processing/filtering components would
not know if the information it is getting comes from
the simulation code or from the sensor itself. Soft-
ware components may be objects such as Java appli-
cation or C++ program. Properties such as encapsu-
lation, inheritance and polymorphism are useful for
implementing components [1], [4], [9], [6]. Based
in this approach, we have developed a new hard-
ware/software environment for designing and testing
control systems. Controllers are designed based on
H2 andH∞ methods, using an innovative procedure
for controller auto-tuning based on experimental data.
Model identification and controller design are carried
out by means of a new software application for Win-
dows XP: ControlAvH. This software makes transpar-
ent for the user the mathematical complexity associ-

ated with controller design, and additionally provides
a friendly user interface which facilities monitoring,
analysis and controller validation tasks. In order to
test control systems in realistic environments and to
evaluate hardware/software in the loop performance,
a hard real time system based on Real Time Linux
under PC platform and on data acquisition cards has
been developed (EPESC). ControlAvH makes con-
troller tuning and by means of EPESC the controller
is implemented and tested; for which ControlavH-
EPESC system provides a flexible and scalable en-
vironment for controller design, implementation and
evaluation with hard real time tests. The complete
system, EDECOS (Environment for Design and Eval-
uation of Control Systems), is used for testing and
evaluating controller design by hard real time simu-
lation. The rest of the paper is organized in sections
as follows: In section 2 ControlAvH Tune and EPESC
system are described. Section 3 shows system identi-
fication methods implemented in ControlAvH, and in
section 4 the implemented controller design method-
ology used in this work is outlined. Section 5 shows
some illustrative simulation tests, and finally, conclu-
sions are summarized in section 6.

2 EDECOS System
We have developed an Environment for Design and
Evaluation of Control Systems (EDECOS), which
consits of several components such as it is showed in
Fig. 1. The main parts of the system EDECOS, which
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has been developed by our group (GAPSIS), are Con-
trolAvH software and EPESC system. ControlAvH is
used for auto-tuning controllers and EPESC function
is to test controller implementation in hard real time
control.

Figure 1: EDECOS components and connectivity

ControlAvH Tunehas been developed with Builder
C++ [5], which is a last generation RAD (Rapid Ap-
plication Development) tool that incorporates a great
quantity of standards with a very fast and efficient
compiler. The base language is C++ which permits ra-
pidity, flexibility and portability of the developed soft-
ware . Builder C++ permits us to design the different
interfaces that the user has to execute. In the main
screen of the application the following elements are
considered: 1) Graphical screen for signals evolution,
2) start and stop buttons of the control system, 3) on-
line information of the run times of different tasks, 4)
set of buttons to use the graphic system, 5) controller
parameters for PID,H2 or H∞ and sample time.

By means of ControlAvH software application
controller design and analysis are made. In order to
carry out the application design we have used meth-
ods based on real time systems techniques [1], [4],
[6] and on automatic control theory applied to robust
controller design [21], [18], [7]; with the objective to
implement different phases related with controller de-
sign and validation. This approach can be seen in Fig.
2, whereControlAvH Tuneapplication architecture is

shown.

Figure 2: ControlAvH Tune structure

Each application component can be represented
with classes, objects and tasks within of the appli-
cation. By means of object oriented programming
(OOP) high flexibility is obtained, which permits an
easy joint among different components. Besides, that
facilities to develop structured software in order to di-
vide complex algorithms in smaller modules of easy
resolution. Each one of components can be assem-
bled within a generic part that can be implemented by
an object oriented framework [1], [4], [6].

As it can be seen in Fig. 1, the application has
an operation mode (MODE 1) which works in soft
real time controlling directly the process by means
of data acquisition cards. Nevertheless, in MODE
2 ControlAvH works only as controller computation
and evaluation platform, so that in this case the con-
troller (hard real time) is implemented in EPESC.
Connection between ControlAvH Tune and EPESC is
made by Ethernet. In MODE 1, ControlAvH works
as autonomous system and it incorporates functions
for controller design, analysis and controller imple-
mentation; which supposes an element of additional
complexity. Data acquisition and control algorithms
execution for industrial processes require strict time
restrictions and reliability, due to what the following
functionality characteristics must be incorporated: 1)
Coordination among real-time tasks, 2) processing of
interruptions and messages within the system, 3) in-
put/output device drivers to insure that they do not
lose data, 4) inlet and outlet time restriction specifi-
cations of the system, 5) databases precision. To de-
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velop this software application with such restrictions,
it is very important to take into account software engi-
neering principles to avoid possible bottlenecks and to
be able to get the optimal performance from hardware
and software. ControlAvH has been developed under
Windows XP, so that only soft real time is guaranteed.

Data from real time signals that the control ap-
plication must register are the following: Time, pro-
cess variable (PV), controller output (CO) and set-
point (SP), since error signal is obtained from E=SP-
PV. These data are used by algorithms related with
system identification methods, controller design and
implementation, control system analysis, system sim-
ulation, as well as system temporary evolution vi-
sualization interface. Due to for system identifica-
tion the software must work in real time (at least soft
real time), the storage system can not reside in an
established database allocated in the hard disk. Al-
though a possibility is to use a virtual disk in memory
RAM, however this technique is little standardized,
and is very dependent upon the Operating System.
The adopted solution implements the storage system
through a class that reserves main memory dynami-
cally. The application is based on a monolithic archi-
tecture under Windows OS, and the amount of mem-
ory available to reserve in this system is 2 Gbytes.

Data communication and interface system imple-
ments the following methods: 1) Ethernet via TCP/IP,
2) RS232 interface, 3) Sockets, 4) NetDDE commu-
nication standard, 5) OPC communication standard.
Methods 1 and 2 are directly related to hardware
components and to the operating system of the com-
puter, for what the developed software is far away
from open standards implemented by means of mid-
dleware software. The data acquisition devices that
we have worked with are from National Instruments
[15]. By means of the NIDAQ library we have imple-
mented functions of higher level that enable its com-
munication. The software technologies NetDDE and
OPC have been implemented inControlAvH Tunefor
distributed communication among computers. These
methods permit to establish communication among
computers in a network, which facilitates to share data
of distributed equipments with client-server structure.
For each one of the communication methods given be-
fore, a library for Builder C++ has been implemented.

Commercial software tools for control systems,
such as VisSim from Visual Solutions [19] or Mat-
lab/Simulink from The MathWorks [14], are aimed
at design and analysis. Matlab is used in conjunc-
tion with the Simulink package to provide a block-
diagram-based graphical user interface along with
some expanded simulation capabilities. To ease sys-
tem implementation, the Real-Time Workshop Tool-
box can be used to generate C code automatically

from Simulink block diagram. VisSim works in sim-
ilar way. Both products tend to generate monolithic
code rather than component-base code, which makes
it more difficult to validate or update the code. Mat-
lab/Simulink has been mainly used for developing and
implementing TuHiCo Toolbox (Tuning of H-infinity
and H-2 Controller Toolbox) and GARCO (Genetic
Algorithms for Robust Controller Design) Toolbox
(see Fig. 1).

EPESC: Hard Real Time Control and Simulation.
EPESC system is based on PC-based controllers and
PC-based plant simulators; due to PC-based environ-
ments are cheaper than the industrial-grade proces-
sors and have a more open architecture. This open
architecture means that third-party vendors are able to
supply more of the components. Communication be-
tween PCs is based on the Ethernet hardware, as it is
outlined in Fig. 1. Low-cost communication proto-
cols suggested the use of TCP/IP or UDP/IP, which
are nonproprietary communication protocols. The
TCP/IP protocol guarantees, via implicit acknowledg-
ment, receipt of data packets, but occupies a wider
network bandwidth. The UDP/IP protocol is faster,
but does not guarantee absence of packet losses. Ba-
sically, the communication between PC1 and PC2
consists of controller matrices, tuning parameters and
data for controller analysis and fine tuning. For that,
we have adopted the TPC/IP protocol.

The essence of real-time systems is that they are
able to respond to external stimuli within a certain
predictable period of time. Building real time com-
puting systems is challenging due to requirements for
reliability and efficiency, as well as for predictabil-
ity in the interaction among components. Real-time
operating systems (RTOS) such as VxWorks [20],
QNX [16] and LynxOS [12] facilitate real-time behav-
ior by scheduling processes to meet the timing con-
straints imposed by the application. Control systems
are among the most demanding of real-time applica-
tions. There are constraints on the allowable time de-
lays in the feedback loop (due to latency and jitter in
computation and in communication), as well as the
speed of response to an external input such as chang-
ing environmental conditions or detected faulted con-
ditions. If the timing constraints are not met, the sys-
tem may become unstable.

EPESC system consists of hardware (input/output
interface and electronic cards for data acquisition)
and a software application developed with C/C++ lan-
guage, Linux Operating System and RTAI (Real Time
Application Interface for Linux). RTAI lets to de-
velop applications with strict timing constraints, but
has the difference with respect to other real time op-
erating systems (QNX, VxWorks, LynxOS) that, like
Linux itself, this software is a community effort and
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freeware. RTAI supports several architectures, such
as x86/Pentium or PowerPC [17]. Such as it is shown
in Fig. 1, EPESC is used for hard real time controller
implementation and for process simulator, both imple-
mented with PC.

3 System identification
System identification is essential for controllers de-
sign techniques based on process model, which go
from PID controller [2], [3] to more sophisticated
methods such asH2 andH∞ control [21], [18], [7].
In industrial processes control, generally, control en-
gineers must carry out controller design and tuning
using, mainly, experimental data of the plant; and the-
oretical studies are not always available and/or useful
for controller design. For that, an usual and practi-
cal approach employs a process mathematical model
which is obtained from experimental data when the
process is working near of a specified operating point
[10], [3].

In order to get useful mathematical models which
can be used for posterior linear controller design, we
have selected and implemented a set of identification
techniques which we have probed with real processes
and simulated systems and which are specially useful
for PID, H2 andH∞ controller design. The follow-
ing identification methods have been implemented in
ControlAvH Tune:
1) Method based on the process reaction curve
(RCM). With this method a first (or second) order plus
dead time (FOPDT or SOPDT) model is obtained.
These models are widely used in process control to
design PID controllers, and most of the industrial pro-
cess have dynamics which may be approximated with
some of these models.
2) Methods based on Finite Impulse Response (FIR)
model, and on Finite Step Response (FSR) model.
3) Method based on pulse frequency response (PFR)
and Fourier transform.
4) Methods based on stochastic models (SM),
for ARX/ARMAX processes and general stochastic
model; which are specially indicated when stochastic
disturbances and measurement noise are significant.

These identification methods have been previ-
ously implemented and tested in Matlab, for which
TuHiCo Toolboxwas used [11], and later, adapta-
tion and real time properties have been added toCon-
trolAvH Tune.

4 H2 and H∞ Controller Design
For controller design, an equivalent conventional
closed loop is considered, which consists of plant (G),
controllerGc, set-point or reference signal (r), mea-
surement noise (n), disturbances acting at the plant
input (di) and at the plant output (do). The signals to

evaluate the performance of the system are the con-
trol signal (u), the output signal (y), and the error sig-
nal (e = r − y); where signals are multivariable and
nominal mathematical models forG andGc are con-
sidered LTI (Linear Time Invariant). In this scheme,
it is considered a vectorz, which is used to include
signals required to characterize the behavior of the
closed-loop system, and a vectorw which contains ex-
ternal inputs (set-points, disturbances and noise). So
that, the behavior of the closed-loop system is given
by z = Tzww, where input-output transfer function
Tzw depends on the weighting transfer functions em-
ployed in the design problem.

In our approach,H2 andH∞ controllers are de-
signed for robustness and performance specifications
expressed in the frequency domain; but indicators
based on time domain response such as overshoot, rise
time and settle time, are considered too. In practice, it
is difficult to obtain specified time responses, for what
we employ a innovative tuning method [11], which
gives parameters for controller pre-tuning, controller
evaluation indicators and a method for controller fine
tuning. In the first step, pre-tuning values for perfor-
mance and robustness are established by means of the
suboptimalH∞ problem,‖Tzw‖∞ < γ (γ > 0) is
considered, withTzw = [WSS dWRGcS WT T ]T

whereS = (I + GGc)
−1 is the sensitivity function,

T = (I + GGc)
−1GGc is the complementary sen-

sitivity function, andR = GcS is the control sensi-
tivity function; or by means the optimalH2 problem,
minGc

‖Tzw‖2, where the weighting transfer func-
tions are obtained from the identified model of the
plant following the pre-tuning formulae given in [11],
valid for SISO and MIMO processes.

In conventional approach ofH∞ control, con-
troller is designed for robustness and performance
specifications expressed in the frequency domain
[21],[7]; but usual indicators based on time domain
response such as overshoot, rise time and settle time,
are not considered a priori. In practice, it is difficult
to obtain the specified time responses using this ap-
proach, for what in EDECOS (see Fig. 1) a method to
satisfy time response specifications as well as robust-
ness properties is implemented. For that,H∞ control
theory and genetic algorithms (GA) are employed in
our design. We have implemented the following pro-
cedure for controller design:
1) Time domain specifications are established for rise
time (tr), overshoot (Mp), settle time (ts) and station-
ary error (ess) for a step change in set-point.
2) SuboptimalH∞ problem,‖Tzw‖∞ < γ (γ > 0) is
considered.
3) Weighting transfer functions are given by the
set, {WH} = {Wr, Wn, Wdo, Wdi, WT , WR, WS},

Proceedings of the 5th WSEAS International Conference on Telecommunications and Informatics, Istanbul, Turkey, May 27-29, 2006 (pp503-508)



where pre-tuning parameters ofWH are obtained fol-
lowing [11].
4) Controller is solved through standards algorithms
for H∞ andH2 problems. If more adjusted restric-
tion on time response is necessary, genetic algorithms
are used, employing the following objective function:
f(k) = w1|Mp(k)−Mpo|+w2|tr(k)−tro|+w3|ess|,
whereMpo, tro, ess are respectively the specified (ob-
jective) overshoot, rising time and steady-state error;
andwi (i = 1, 2, 3) are weighting factors. Here, GA
are used for obtaining weighting transfer functions
parameters, once these parameters are fixed, conven-
tional algorithms are used for solving‖Tzw‖∞ < γ,
or minGc

‖Tzw‖2.
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Figure 3: Generalized plant forH∞ andH2 control

5 Simulation tests
In this section we present some illustrative simulation
examples for MIMO systems: P1 corresponds to a sta-
ble system with two inputs and two outputs (rocket
propeller), P2 has an unstable pole with two inputs
and two outputs (helicopter), and P3 is stable with
three inputs and three outputs (aircraft). Next, the
state space matrices of the corresponding linearized
systems are given:
P1: Rocket propulsor [13]

A =











−65 65 −19.5 19.5
0.1 −0.1 0 0
1 0 −0.5 −1
0 0 0.4 −0.4











B =











65 0
0 0
0 0
0 0.4











, CT =











0 0
0 0
1 0
0 1











P2: Helicopter [13] (unstable system)

A =











−0.02 0.005 2.4 −32.0
−0.14 −0.44 −1.3 −30.0

0 0.018 −1.6 1.2
0 0 1 0











B =











0.14 −0.12
0.36 −8.6
0.35 0.009
0 0











, CT =











0 0
1 0
0 0
0 57.3











P3: Aircraft [13], with matrixA =















0 0 1.132 0 −1
0 −0.0538 −0.1712 0 0.0705
0 0 0 1 0
0 0.0485 0 −0.8556 −1.013
0 −0.2909 0 1.0532 −0.6859















B =















0 0 0
−0.12 1 0

0 0 0
4.419 0 −1.665
1.575 0 −0.0732















, CT =















1 0 0
0 1 0
0 0 1
0 0 0
0 0 0















All controllers have been obtained using a pre-tuning
method based on previous work [11]. In Fig. 4, 5 and
6 the temporary responses for each system are given.
It can be seen that step responses of P1, P2 and P3
have low loop interaction and there is not overshoot.
These results correspond to pre-tuning stage with the
linearized models (using TuHiCo Toolbox); neverthe-
less, specified time response indicators are obtained
using a procedure based on genetic algorithm opti-
mization (using GARCO Toolbox). Finally, hard real
time control tests must be carried out employing the
nonlinear model of the processes, EPESC system and
ControlAvH Tune software, where operator can carry
out the controller fine tuning in real time.

6 Concluding remarks
The software engineering application developed in
this work is focused for control engineering. It results
a flexible hardware/software environment for hard real
time simulation and controller evaluation: EDECOS.
An on-line design ofH2 andH∞ regulators is realiz-
able by means of ControlAvH Tune software; which
incorporates a new and automatic method for con-
troller tuning. In this first stage, distributed systems
has not been considered, for which real-time CORBA
will be used in next works.
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Figure 4: P1 time responses for changes in SP1 and
SP2
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Figure 5: P2 time responses for changes in SP1 and
SP2
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