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Abstract: ADSL has been one of major last-mile network solutions today. However, current ISPs only offer best-
effort broadband serices. It would be a challenge to regulate those traf�c by subscriber and ensure the quality of
service for each �ows to conform its requirements. This letter focuses on such a problem and proposes a novel
bandwidth management scheme, Postgate.
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1 Introduction

Recent research[5] has shown that in most cases the
bottleneck is at last-mile network. ADSL (Asymmet-
ric Digital Subscriber Line), one of major last-mile
broadband solutions today provides a much faster net-
work access than the traditional dialup network. Nev-
ertheless, the quality of service for current Internet
is not growing rapidly as their bandwidth improve-
ment. Current ISPs still only offer the best-effort ser-
vices for ADSL subscribers. In such a case, while
a ADSL subscriber is downloading some bulk �les,
their real-time applications, e.g. VoIP, would not
get a pretty quality due to the vast queueing delay
from the queued packets of those bulk �les at ATU-
C. Notice, the QoS guarantee for ADSL uplink is
easily guaranteed by applying the traditional Diff-
Serv schemes with some well-known fair queueing
algorithms.[1][2][3][4] Thus, this paper only focuses
on the QoS guaranteed for ADSL downstream.
First, let us consider a general ADSL last-mile net-

work topology like Fig.1 , an ADSL link is shared by
multiple �ows from one or more users. (Here, for
simplicity we assume that one user only offers a �ow
in the same time.) In such a case, if �ow A is a bulk
�le transmission traf�c, e.g. FTP, some packets of
�ow A would be queued at bottleneck, ATU-C, to en-
sure the bandwidth utilization. At the same time, let
�ow B be a real-time �ow, e.g. VoIP, to share the
downstream bandwidth of ADSL with �ow A. When
some packets of �ows A is queued at ATU-C, if a

packet of �ow B arrives at ATU-C, such a packet
would get a vast queueing delay incurred from the
queued packets of �ows A. In such a case, the quality
for �ow B, e.g. jitter and queueing delay, would be
poor.
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Figure 1: QoS-aware device and network topology

Because the ADSL subscriber never gets the per-
mission to control the queue of ATU-C directly, the
possible way to solve this problem is to control pack-
ets passed ATU-R and control the �ow behaviors and
the ATU-C queues indirectly. Let QoS-aware device
bubble in Fig.1 be such a device to control the pack-
ets after ATU-R. If it could make the queue size of
ATU-C smaller, it would be able to guarantee the
lower queueing delay for real-time �ows. But the
only way to make the queue size of ATU-C lower is
to decrease the throughput of such a device. This is a
trade-off between the bandwidth utilization of ADSL
downstream link and the low queueing delay. Before
this paper, some coarse mechanisms for this problem

Proceedings of the 5th WSEAS International Conference on Applied Computer Science, Hangzhou, China, April 16-18, 2006 (pp153-158)



have been proposed in the practical �rewall products
or some documentation. Nevertheless, these mecha-
nisms don't consider this trade-off. Here we call this
trade-off as bottleneck movement problem.

Bottleneck movement problem considers how to
move the bottleneck node from one node to another
node. Considering Fig.1 , if the bottleneck node could
be moved from the ATU-C to the QoS-aware device,
the QoS-aware device can be easily applied the typi-
cal DiffServ or IntServ policies to ensure the quality
for �ows. While TCP �ows and TCP-like �ows are
the dominating �ows in the Internet, this problem fo-
cuses on the TCP �ows and assumes that the CBR
�ows is well-behavior. But, in Internet the packet
arriving rates from TCP �ows at a router are insta-
ble, and the peak rate for such �ows would be much
higher than its average rate. In such a case, even if the
throughput of the QoS-aware device is lower than the
bandwidth of the ADSL downstream link, these �ows
still may incur that the packet are queued at ATU-C.
It would broke the QoS guarantee for �ows. Thus, the
solution for this problem should consider how to con-
trol the TCP �ows not to incur the vast queueing delay
in ATU-C and use the ADSL downstream bandwidth
effectively.

Before this paper, two mechanisms have been pro-
posed: Partition solution and DiffServ solution[6].
Either in partition solution or in DiffServ solution
they both uses the �xed ratio of ADSL downstream
bandwidth.1 Since they does not consider bottle-
neck movement problem, the service quality for �ows
would be coarse if the number of �ows is quite larger.
Thus, these existed solutions are infeasible to provide
a QoS-aware network for users with best-effort Inter-
net environment.

In this paper, we address the �rst adaptive band-
width management mechanism, Postgate, to estimate
the behavior of �ows, regulate their packets to con-
form their available bandwidth, and ensure the quality
of service and the bandwidth utilization. By applying
our solution, the queueing delay of ATU-C is easily
bounded into an acceptable value, and the bandwidth
utilization is better than the existed solutions.

1The difference between partition solution and DiffServ solu-
tion is the bandwidth assignment. Partition solution uses a pre-
assigned bandwidth for its �ows, and DiffServ solution assigns
a weight for each �ow and schedules them using fair queueing
algorithms.

2 Postgate
Since the goal of postgate is to solve the bottle-
neck movement problem, the �rst step is to make
the queueing delay of ATU-C lower. Nevertheless,
while the queueing delay at ATU-C increases, it im-
plies that the peak rate of some �ows or all �ows
over-uses the bandwidth and incurs the quite queue-
ing delay. To solve this issue, an estimation mecha-
nism must be provided to check the qeueing delay of
ATU-C and control the throughput of the QoS-aware
device. Notice if the throughput of the QoS-aware de-
vice is lower, the queued packets incurred by the peak
bitrate of �ows would be served faster. Thus, in the
�rst half of this section the mechanism to estimate the
throughput and the queueing delay in Postgate will be
addressed. But since the queueing delay may only be
incurred by some misbehaving �ows, it would be un-
fair to keep their weights and reduce the rates for all
�ows. Thus, in the later half of this section, we will
address the misbehaver detection mechanism in Post-
gate. Before the mechanism, let us list the notation
used in Postgate.

Notations
Ai active queues at no.i ICMP packet
Bi throughput of the QoS-aware device.
bki burst index for class k at no.i ICMP packet
N maximum number of MTU packets per sec.
�ki weight for class k after no.i ICMP packet
�k0 the initial weight for class k
p number of referred ICMP packets
�i queueing delay of ATU-C estimated by ICMP
� minimum delay requirement by active �ows

2.1 Throughput estimation
To make the queueing delay lower, we must esti-
mate the queueing delay �rst. Nevertheless, while the
ADSL subscriber never get the permission to access
the ATU-C directly, the queueing delay only could
be obtained by ICMP or echo service, e.g. DNS,
indirectly. Thus, let postgate periodically send an
ICMP request to a router near ATU-C and use its
echo packet to measure the minimum RTT.2 Upon re-
ceiving an ICMP echo packet postgate can update the
minimum RTT using the measured value and com-
pute the queueing delay of ATU-C by the minimum
RTT. While the measured queueing delay is available,
let us de�ne some notations. Let (1) denote the max-
imum queueing delay in the referred history.

2In most cases, this router is the gateway for the ADSL sub-
scriber.
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�i  max
i�p�j�i

�j (1)

Since the peak bitrates of �ows (aggregated �ows)
is related with its bitrates, the way to make the queued
packets lower is to reduce the throughput of the QoS-
aware device. Since �i could be thought as the nor-
malized queued size, the throughput should be cor-
responding to it. Nevertheless, to make the through-
put more stable to wait the response from �ows, we
uses an AIMD policy for the function which maps the
queueing delay to the throughput, i.e.

Bi  min

 
1� �i

25� ;

Bi�1 +Bi�1
max(0:5���i;�0:1)

p

!
:

(2)
In this function, (2) , while the referred queueing de-
lay is quite higher, the throughput would be decreased
using the ratio of the queueing delay and the min-
imum delay requirements, where 25 is a coef�cient
value from our experiments. On the contrary, while
the queueing delay is lower, the throughput will in-
crease using a linear function. This policy matches
the congestion control mechanism of TCP �ows and
TCP-like �ows. It would be helpful to reduce the in-
stable phenomenon while such a device adjusts the
throughput.

2.2 Weight estimation
After throughput estimation bounds the queueing de-
lay of ATU-C in an acceptable value and uses band-
width effectively, it still may not be fair to share the
pruned bandwidth for each �ow by its weight since
not all of �ows are misbehavior. In this section, we
address a weight estimation mechanism to guarantee
that the service quality of those well-behavior �ows is
not effected by others. Let �ji be the rate for a �ow j
at time i, and Bi be the throughput of the QoS-aware
device. While the maximum value of the throughput
is 1, full-rate, and the maximum value for a weights
for a �ow is also 1, full-throughput. To provide the
enough bandwidth for well-behavior �ows, the nor-
malized aggregated weights must be not exceeding
than the current throughput, i.e.P

j2Ai
�jiP

j
�j0
�Bi: (3)

Otherwise, the well-behaved �ows may not obtain the
enough bandwidth. Thus, the challenge of this mech-

anism is how to satisfy this equation and only adjust
the weights of those misbehaving �ows.

2.2.1 Burst index
To detect the misbehaving �ows, we design burst
index variable to indicate the behavior of �ow. In
an ideal condition, each �ow should use their rates
smoothly: this is its queue size in the QoS-aware de-
vice should be stable and lower. Thus, let (4) be
the extra queued packets for class k in a short pe-
riod, which ski and dki denote the queued size and the
dropped size at time i, i.e.

�ki  ski + d
k
i � ski�1 (4)

, and burst index is de�ned as a �ltered value of the
extra queued packets, i.e.

bki =

nX
j=1

i�jm+mX
k=i�jm+1

1
2j
�kj

MTU
�
1� 1

2n

� (5)

, where m is the sample period of the extra queued
packets, and n is the referred history size of burst in-
dex. While (5) is a �ltered value for the extra queued
packets, it would be able to react to the behavior of a
�ow. From our experiments in many cases, the values
which the period of a sample �ki is 10ms, n is 5 and
m is 100 are suitable values.

2.2.2 Proposed weights and weights adjustment
After the indices for the behavior of �ows is available,
we address the mapping function from their values
to the weights for fair queueing algorithm. (6) is a
function to propose a new weight for a class using the
index.

ski  �ki�1 +
min

�
N� � 2bki + 2; 0:5N�

�
2Np

�k0 (6)

Here, let �ki be a normalized value of the proposed
weight, ski , since ski may be out of range, i.e.

�ki  

8><>:
wk0 if ski > w

k
0

ski
0 if ski < 0

:

Notice, the weight, �ki , is based on its last weight and
its burst index. Thus, if a �ow sent too many pack-
ets in recent, its burst index would be higher, and its
weight would be adjusted to lower. But the aggre-
gated proposed weights may not satisfy (3) . Thus,
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we address (7) and (8) to adjust the proposed weights
to suitable weights. Let dki  �ki � �ki�1 be the pro-
posed adjustment value, d+i be the aggregated posi-
tive adjustment coef�cient, and d�i be the aggregated
negative adjustment coef�cient, i.e.

d+i  
X

dji�0 8j2Ai

dji and d
�
i  

X
dji<0 8j2Ai

dji : (7)

Let Di  
jP

j2Ai
�ji be the minimum throughput re-

quired by those proposed weights. Thus, if the newer
throughput is higher than the last throughput, we only
increase these stable �ows. On the contrary, if the
new throughput is lower than the last throughput, we
only decrease these instable �ows. Let 
+i and 


�
i be

the adjustment coef�cient for the adjustment weights,
i.e.


+i  1 +
max (0; Bi �Di)

d+i

, and (8)


�i  1 +
max (0; Di �Bi)

d�i
. (9)

Finally, the weights for �ows could be easily com-
puted using the coef�cient adjustment weights, i.e.

�ki  
(
�ki�1 + d

k
i 

+
i if dki � 0

�ki�1 + d
k
i 

�
i else

: (10)

Notice while �ki proposed by this section might still
be out of valid range, a normalized function should be
used to limit �ki into its value range,

�
0; �k0

�
.

3 Simulation
The simulation runs on ns 2.28 with network topol-
ogy as Fig.2 . In this simulation, the queue length of
ATU-C is 256 packets, and other queue lengths are
quite large. Additionally, the unlabeled links are Fast
Ethernet(100Mbps/1ms). The node pair, si and di, is
a pair of a source node and a destination node. For
each node pair, only one �ow, TCP or UDP, will be
over them.
For simulating a busy ADSL network with a real-

time application, we set up 48 FTPs, one CBR and
4 classes with the same guaranteed rate. Notice the
number of CBR �ows does not affect the results in
this simulation. Here we just set an 300kbps CBR to
represent some CBR �ows. The packet size of TCP is

... ...
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Figure 2: Topology of simulations

1460 bytes, and the packet size of UDP is 1000 bytes.
Every 10sec, four FTPs will start, and after 350sec,
every 10sec, four FTPs will stop. And a 300kbps
CBR traf�c is assigned class 3 which starts at 0s to
simulate the real-time application.
For comparing with existing solutions, a

SFQ(DiffServ) solution and a partition solution
are also implemented at the QoS-aware device.
In SFQ solution and partition solution, we set the
throughput of the QoS-aware device as 90% to try to
move the bottleneck from ATU-C to the QoS-aware
device. For Postgate, p is set as 100 ICMP packets
and � is set as 100ms to make sure the low latency for
the real-time application. Since the bitrate of CBR
traf�c is 300kbps and the guaranteed rate for CBR
traf�c is more than 300kbps, the CBR traf�c should
get a pretty quality of service if the QoS solution
works �ne.
Fig.3 is the results of queueing delay at ATU-C

and the throughput of ADSL link from each solu-
tion. In this �gure, Postgate is successful to make the
queueing delay of ATU-C lower than 50ms and guar-
antee the utilization higher than 60% even if some
bulk �le transmissions start or stop. Although the uti-
lization of SFQ solution(DiffServ) is high, its queue-
ing delay is also instable and higher. Furthermore,
the queueing delay of partition solution is also insta-
ble when all �ows are active. In this �gure, Postgate
is successful to move the bottleneck node from ATU-
C to QoS-aware device and still obtain an acceptable
utilization even if the behavior of �ows are vary. No-
tice, while the sending bitrate of CBR �ows is corre-
sponding to its assigned rate, the low queueing delay
at ATU-C, bottleneck, means the low jitter, the low
transmission delay and the high quality for CBR �ows
if its weight affords to provide its served rate.
Thus, let us turn back to consider the weights ad-

justment. Since Postgate would adjust the throughput
to reduce the queued delay at ATU-C, if the weight
adjustment mechanism does not work. The served
rate for CBR �ows would be still effected by the
pruned throughput. Fig.4 represents the bandwidth
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Figure 3: The queueing delay of ATU-C and the
thoughputs

of each �ows in the output link of the QoS-aware de-
vice. In this �gure, CBR always get its served rate and
does not effected by other �ows, and other TCP �ows
could use other available bandwidth. The over-used
�ow, e.g. class 0 in duration [50,80], would get lower
weights and resume their weights after it behavior is
going to stable. The same situations also appeared in
class 2 and class 3.
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Figure 4: Bandwidth of Postgate

Then, we show the weights of Postgate in �g.5 . In
this �gure, the results is corresponding to the status
of �ows. While the �ows of class 0 starts at 0 sec-
ond, their weights are adjusted to lower after Postgate
detects the high queueing delay. After the �ows of
class 2 starts, the weights of class 2 are also adjusted
to lower due to the same reason. This phenomenon
also appears on the weight of class 3, and their weight
would be resumed after the �ows are stable. Notice,
in this �gure, the weight for the CBR �ow is never ad-
justed in Postgate. It conform to the goal of Postgate.
While the CBR �ows never over-use its bandwidth in
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Figure 5: Weights of Postgate

this simulation, it should not be adjusted.
While the queueing delay at ATU-C by applying

Postgate is lower than 50ms, and the weight for CBR
�ow is always 1, it implies that the queueing delay
for the packets of CBR �ow either in ATU-C or in the
QoS-aware device is lower. Nevertheless, except the
quality of service for CBR �ow, Postgate still be able
to use the ADSL downstream bandwidth effectively.

4 Conclusion and Future Work
In this paper, we proposed a novel bandwidth man-
agement mechanism to provide QoS for ADSL net-
work without ISP supports. Our simulation experi-
ments have shown Postgate offer much pretty quality
of service for real-time applications than others and
still achieve a high bandwidth utilization. Neverthe-
less, this mechanism is still able to be improved in the
continuous research efforts in the estimation policies
with difference traf�c types, e.g. HTTP.
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