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#### Abstract

Bit-counting implementations are used to count the number of 1 s in a given computer word. There are several techniques to implem"ebit-counting operation. These techniques are either s algorithms or specialized hardware techniques. The hardware implementations requ hardware supported in the processor or associated math co-processor. The perforn hardware-supported bit-counting was found to be superior to most software implementat serial shifting). In this paper, a new hardware implementation of bit-counting routine is $p$ reduces the number of logic gates and the delay in comparison with existing impleme performance of the proposed hardware bit-counting implementations is further inve evaluated.
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## 1. INTRODUCTION

Bit-counting is a well-known computer operation used to determine the number of "1's" in a given computer word [Berkovich, et al.,2000] [El-Qawasmeh, et al., 2000]. Some applications, like those related to coding theory procedures, must be supported by specialized high-speed, processorimplemented bit-counting functions that may rely on dedicated processor facilities including hardware. Increasing attention to the issue is evident from the numerous patents directed to different hardware architectures, dedicated for bit-counting ([Ashkenazi, 1996], [Hossain, 2004] [Balmer, 1994] and [Morris, 1998]). Currently, many applications use the bit-counting operation. Among these applications are: Information retrieval, file comparison problems and genetic algorithms. For example, information retrieval systems may represent search results in the form of a single bit attribute matrix representing hundreds-of-thousands of documents indicating whether each document satisfies one or more search criteria. In this case, bit-counting is used to determine the number of documents satisfying the search criteria. Likewise, file comparison routines may be used to compare files having large numbers of elements. In this case, a counter of matching elements may be required to find an overall match metric. In addition, genetic algorithms use the bit-counting operation in many of its algorithms [Goldberg, et al., 1992].

Bit-counting instructions are sometimes referred to as "population counts" and are abbreviated by "popcount". For simplicity of reference, the term "popcount" as used herein will refer to hardware implementations of a word bit count instruction, e.g., "popcnt" on Compaq alpha machines.

Popcount techniques are classified into two categories. The first category is software based techniques that span a wide range of algorithms. These algorithms include: a)- Serial shifting, b)Table lookup, c)- Arithmetic logic counting, d)- Emulated popcount, e)- Hamming distance bit vertical counter, and f)- Frequency Division (see [El-Qawasmeh, et al., 2000], [Gutman, 2000] and [Reingold, et al.,1977]). The second category is hardware implementations, which is the scope of this paper. Hardware implementations used a special circuitry for "popcount" function.

In this paper, a new proposed hardware circuitry to do the bit-counting is suggested. The purpose of the proposed design is to reduce the number of logic gates and the delay in comparison with current designs. The suggested implementation is compared and evaluated with other implementations.

The organization of this paper is as follows. Section 2 describes current hardware implementation for bit-counting. Section 3 describes our proposed hardware. Section 4 is performance analysis. Section 5 is a discussion and section 6 is the conclusion.

## 2. HARDWARE IMPLEMENATATIONS

Popcount is a built-in function that was first introduced by Cray Company and then added by other companies such as Texas Instruments in TMS320C62 ${ }^{\text {TM }}$ DSP processors and HP in Alpha EV6 processor ([Texas Instruments, 2004] [HP, 2005]). This function allows the programmer to access directly hardware and machine instructions. The same function can be implemented using software rather than hardware by adding it to the definitions of the programming languages. However, most programming languages lack this, and therefore, the programmer has to write the necessary code to implement this function.

Some patents of hardware implementation of popcount have been found in the literature. Ashkenazi [Ashkenazi, 1996] developed a circuit that performs the popcount based on Carry Save Adders (CSA) (see Fig. 1). The circuit accepts a word of 16-bit, and outputs 5 -bit as a number of set bits, the circuit is comprised of three levels of CSAs, the outputs are forwarded to a fourth level that gives the final number of " 1 ' $s$ " in the given word.


Figure 1: Ashkenazi Circuit [Ashkenazi, 1996]

Another invention proposed by Hossain [Hossain, 2004], which also based on CSAs. The circuit of this patent accepts 16-bit input and gives 5-bit output, the circuit is comprised of two levels of CSAs and a third level of a 4-bit adder (see Fig. 2).


Figure 2: Hossain Circuit [Hossain, 2004]

Both of previous circuits are designed for inputs of 16 bits. This paper will propose a competitor architecture that can be applied to words of 16 bits or higher. The proposed architecture is evaluated and compared with other implementations.

## 3. SUGGESTED TECHNIQUE

This section will propose a new circuit for bit-counting. The proposed implementation to count the number of " 1 's" in a word of 8 -bit is based on components of Half Adders (HA), and Full Adders (FA). A word of 8 -bit is the input to the proposed circuit, and 4 -bit output has been made to count number of " 1 's" which ranges from 0 to 8 . Fig. 3 illustrates the proposed circuit to count number of " 1 's" in a word of 8 bits.


Figure 3: The proposed circuit of 8 inputs

The proposed design in Figure 3 consists of 3 layers. The bottom layer contains 4 HAs where each HA consists of (1 XOR ,1 AND) gates. The total number of logic gates in the bottom layer will be 4 * $2=8$ gates. The middle layer consists of 2 FA and 2 HA. Since each FA consists of 5 logic gates and each HA consists of 2 gates, then the total number of gates in the middle layer is $5 * 2+2{ }^{*} 2=14$. The top layer will contain $5 * 2+2 * 1=12$ logic gate. Thus, the overall summation of logic gates for figure No. 3 is $8+14+12=34$ logic gates.

The above design can be further enhanced by two improvements. The first improvement will be applied to the second layer in Figure 3 by replacing it. This layer which consists of two FAs and two HAs will be replaced by four HAs and two OR gates as can be seen in Figure 4. Note that second layer in Figure 3 consists of 14 gates. The replacement of this layer by four HAs and 2 OR gates reduces the total number of gates to $4 * 2+2=10$ gates. In other words, we are reducing the number of logic gates by 4 logic gates. This improvement takes advantage from the observation that the truth table of two variables has many cases that will not occur at all. For example, suppose that in Figure 3 the value of $\left(I_{0}, I_{1}\right)$ is 11 , then the value of the output from the HA will be 10. Note that it is not possible for the HA to have an output of 11. Note that in Figure 4, the leftmost component is HA rather than FA. This will not affect the result since the carry to the HA is always zero. This modification will reduce the number of circuitry in our design. The modified proposed design will be as follows:


Figure 4: The modified proposed design of 8 inputs.

The total number of logic gates for Figure No. 4 is as follows: 5 * $2 \mathrm{FA}+2$ * $9 \mathrm{HA}+2 \mathbf{O R}=30$ logic gates. The design of Figure 4 is for an input of 8 -bit. However, we can duplicate the number of input bits (i.e., 16-bit) by duplicating the circuit above and adding another layer which consists of three FAs and one HA to get an output of 5 bits, as shown below in Figure 5 .


Figure 5: An extended version that counts " 1 's" in a word of 16-bit

To compute the total number of logic gates in Figure 5, the bottom layer has two 8-bit circuits where each circuit consist of 30 logic gates as was calculated previously. Thus, the total number of logic gates for the bottom layer will be 30 * $2=60$ gates. Adding the top layer which is 17 ( 2 * $1 \mathbf{H A}+5$ * 3 FA) logic gates makes the overall total equal to 77 logic gates. This number 77 will be used to fill the last cell in the last column of Table No. (2). An expansion of the circuit in figure 5 could be done to handle word length of 32,64 , or 128 bits, the same way that has been done when expanding 8 -bits to 16-bits. For example, to design a circuit of 32 bits, duplicate the number of input bits (i.e., 16-bit) by duplicating the circuit above and adding another layer which consists of four FAs and one HA to get an output of 5 bits. We can also work in this direction to expand it to 64, 128 bit and so on.

## 4. PERFORMANCE ANALYSIS

The authors used the Hardware Description Language (HDL) to verify the performance (speed and gate count) of the proposed bit-counting architecture. We used the Verilog codes to implement these four architectures and use the Design Compiler (DC) to synthesize them. Table No. (1) shows the experimental results.

Table No. (1): The computations of Core area and the critical path using Verilog HDL

| Architecture Comparison Item | Core Area | Critical Path |
| :--- | :---: | :---: |
| Ashkenazi | $1430 \mu \mathrm{~m}^{2}$ | 2.93 ns |
| Hossain | $1430 \mu \mathrm{~m}^{2}$ | 2.25 ns |
| Proposed Design | $1455 \mu \mathrm{~m}^{2}$ | 1.04 ns |
| Modified Proposed Design | $1346 \mu \mathrm{~m}^{2}$ | 1.04 ns |

Where the process is TSMC . $18 \mu \mathrm{~m}$ CMOS and the wire load is equal to 10 .

Table No. (1) shows that the critical path in our method is much better than the other two designs. The computation was done using Verilog HDL.

Another comparison between different implementations was done based on the total number of logic gates used by each implementation. We did comparisons based on an input of 16-bits. In table 2, a list of the total number of logic gates used in Figure 1, Figure 2, and Figure 5 using modified proposed design is shown is shown below.

Table No. (2): Total number of gates used by different approaches

| Bit-counting Circuit of size 16-bit input | No. of FAs | Total No. of gates in the FAs | Extra components | Total No. of gates in the extra <br> Components | Total No. of gates |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ashkenazi design | $\begin{gathered} 7 \text { CSAs * } 2 \text { FA }= \\ 14 \\ \hline \end{gathered}$ | $14 \mathrm{FA}^{*} 5=70$ | Special circuit of 8 -bit input | 4 FAs * 5 = 20 |  |
|  |  | 70 |  | 20 | 90 |
| Hossain design | $\begin{gathered} (5 \text { CSAs Type 1) } \\ * 2+(2 \text { CSAs } \\ \text { Type } 2) * 2=14 \end{gathered}$ | $14 \mathrm{FA}^{*} 5=70$ | 4-bit adder and <br> 2 HA from CSA <br> Type 2 | 4 FAs * $5=20+2$ * 2 |  |
|  |  | 70 |  | 24 | 94 |
| Proposed design | 11 | 11 FA*5 $=55$ | 15 HAs | 15 HA *2 $=30$ |  |


|  |  | 55 |  | 30 | 85 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Modified <br> proposed design | 7 | 7 FA $5=35$ | 19 HAs +4 ORs | 19 HA $2+4=42$ |  |
|  |  | 35 |  | 42 | 77 |

The design of Ashkenazi used circuits based on CSAs as a basic component [Ashkenazi, 1996]. Each CSA is composed of two FAs as can be seen in Figure 8. Since Ashkenazi design contains 7 CSAs where each one consists of 2 FAs, then the total number of FAs in Ashkenazi implementation is 14 FAs. However, each FA consists of 5 logic gates. This means that the CSA contains a total of at least $14^{*} 5=70$ logic gates. The extra components also contains 20 logic gates. Thus, the overall total of Ashkenazi design is 90 logic gates.

To understand the second row of Table No. (2), which belong to the design of Hossain, we should notice the existence of two types of CSAs in Figure No. (2). Type 1: ( 4 input, 3 output) which consists of 2 FAs. Type 2: ( 5 inputs, 3 outputs) which consists of 2 FAs and 1 HA. Thefore, the total number of gates in the CSAs is equal to 7 CSAs * 2 FAs $=14$ FA. These 14 FAs contain 14 * $5=70$ logic gate. Adding the extra 2 HAs (resulted from Type 2 CSA) where each one consists of two gates, the extra components which consists of 4 FAs brings the total to 94 gates.

As seen from table No. (2), the modified proposed circuit is a good competitor for the two above mentioned hardware inventions, since it has less number of gates and the same functionality as the other two patent's circuitry that gives the number of " 1 s " in a computer word.

The suggested design may be used for any number of inputs rather than 16 bits. For example, we can duplicate our circuit to count words of lengths 32 by adding an extra level of 4 FAs and one HA, while this will not work with the above-mentioned inventions, since they are restricted to 16-bit length only and duplicating the circuits will not work, since it give a not accurate number of outputs. The design of 32 inputs can also be used to construct implementations for 64 inputs by using 2 blocks of it and some extra FAs and one HA. In fact, we investigate the number of necessary gates for a certain number of inputs using modified proposed circuit and we got the results that are listed in Figure No. 6.


Figure 6: Number of logic gates related to the number of inputs
As an example, if we have a number of inputs equal to 64 bits, then we need around 380 logic gates for this design. Figure 6 shows that our design is scalable.

The other factor, which was investigated, was the maximum delay in the design which is the longest path. The longest path is the number of required unit gate delay in the design. Figure 7, shows the longest path of Figure 3 and Figure 4 shaded.


Figure 7: Longest path in Figure 3 and Figure 4.
As we can see from the previous figures, Ashkenazi design requires four layers [Ashkenazi, 1996], Hossain design requires three layers [Hossain, 2004] and our design requires four layers. These results listed in table (3). In addition, we found the number of logic delay that are needed for the whole popcount operation. Note that it is possible for a layer to have more than one sequential operation, which lead to more delays in the execution time. The results of each design is listed in table (3)

Table No. (3): logic gate delay for 16 bit input

| Popcount hardware | No. of delay gates |
| :--- | :---: |
| Ashkenazi design | 30 |
| Hossain design | 36 |
| Proposed design | 23 |
| Modified Proposed design | 23 |

When we filled the number of sequential operations, we have looked at each design carefully. Each CSA consists of two FAs as can be seen in Figure 6. Each FA consists of 5 gates, where the sequential delay goes through 3 gates. Therefore, the cost of each CSA with 4 inputs is to go through six logic gates. Hence, for Ashkenazi design, the number of sequential operations will be as follows: $6+6+6+3^{*} 4=30$. For Hossain design, it will be $6+6+6+6+3^{*} 4=24$. For our design, the number of sequential operations is 23 for the proposed design and the modified proposed design respectively.


Figure 8: The internal design of the Carry Save Adder

## 5. DISCUSSION

It is very clear that the proposed modified design requires fewer circuits and less delay than other patents. Note that the number of layers does not give exact indication of the number of unit gate delay unless further analysis of the components of each layer is known.

The overall popcount performance is a product of the machine, operating system, implementation, and compiler design. These factors are related to each other and they may affect the execution time when the popcount runs on real machines. The authors recommend to add the this instruction to all hardware implementations. The addition of the proposed circuitry will encourage different programming languages to make the "popcount" function part of their language or include it in a library if we want to avoid the changes in the definition of the language.

## 6. CONCLUSIONS

Bit-counting used in various applications such as information retrieval, file processing and coding theory [El-Qawasmeh, 2001]. In information retrieval, the number of "1's" in an array of binary words presents the characteristic function of a set of retrieved values. This can be used to decide whether to constrain or broaden the search criteria to ensure selection of the desired items. The comparison operation between two given files in terms of Hamming distance can also employ popcount operation.

In this paper, we have presented a hardware technique for counting the number of " 1 's" that is faster than other existing implementation. The speed varies depending on the nature of the numbers. Merging the hardware popcount implementation with software techniques further improves performance.

The proposed design has many advantages. These include regular design, less number of gates, which imply fewer interconnections, and less number of charges. All in all, it will be cheaper than other competitors will.
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