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Abstract:Most computational analysis of curved open channel flows conventionally adopt the depth averaged De
St. Venant equations. These equations are based on the fundamental assumptions of uniform velocity profile and
hydrostatic pressure distribution which doesn’t allow to consider secondary flows. In curved open channel flows
it is nevertheless very important to study secondary currents. In this memory the results of the simulations in a
curved open channel are presented, obtained adopting a fully 3D finite volume numerical discretization to solve
the Reynolds Averaged Navier-Stokes equations with the k-ε turbulence model. In order to validate the numerical
method, the computed vertical profile of longitudinal and transverse velocities are compared with available exper-
imental data obtained in laboratory. Good agreement is found in the comparisons.
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1 Introduction

The calculation of flows in curved open channels is an
important task in river engineering and related areas.
Laboratory experiments to predict the flow field in
curved channels are generally very time-consuming,
costly and, for many practical applications, very diffi-
cult to execute. Their results are nevertheless funda-
mental to calibrate and validate the numerical models.
Until some years ago, the prediction of this kind of
flows was mostly made using one dimensional or two
dimensional depth-averaged numerical models, based
on the conventional De St. Venant equations, that as-
sume uniform velocity and hydrostatic pressure dis-
tributions. More recently a number of studies were
carried out which assume vertical velocity or pressure
distributions to account for the three-dimensionality
of the motion. Shimizu et al. [13] assumed a log-
arithmic vertical distribution of the longitudinal ve-
locity and a hydrostatic pressure distribution to sim-
plify their developed 3D model. The model was tested
for an experimental flume having a 180 degree bend.
Jin and Steffler [8] developed a 2D depth-averaged
numerical model for simulating the velocity distrib-
ution in curved open channels. A hydrostatic pres-
sure distribution and parabolic similarity profiles for
the longitudinal and transverse velocities were as-
sumed. Lien et al. [10] proposed a 2D depth aver-
aged model for simulating flow patterns in channel
bends, which takes into account the influence of the

secondary flow through the calculation of the disper-
sion stresses. Ghamry and Steffler [5] developed a 2D
vertically averaged model which resolves the equa-
tions of the moment of the momentum too, applying
different distribution shapes for velocity and pressure
to simulate curved open channel flows.

The influence of the secondary flows, that is one
of the dominant features of flows in bends, was never-
theless neglected in these studies. It is however very
important to correctly simulate the secondary flows in
order to predict the effect of erosion and drift due to
the shear stresses at the bottom. For this motive in re-
cent years some attempts have been done to use 3D
models to study the flows in bends. In particular Wu
et al. [16] developed a 3D numerical model for calcu-
lating flow and sediment transport in open channels.

In this paper a 3D numerical model for calculat-
ing flows in curved open channels is proposed, that
solves the fully 3D Reynolds-Averaged Navier-Stokes
equations with the k-ε turbulence model. To validate
the code, the results are compared with experimen-
tal data collected in a 270 degree curved rectangular
flume [14].

2 Governing Equations
The momentum and mass conservation laws
(Reynolds Averaged Navier-Stokes and continu-
ity equations) can be written in the conventional
summation approach as:
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where t is time, ui is the i-th component of the
Reynolds averaged velocity,xi the i-th axis (with the
axis x3 vertical and oriented upward),ρ is the wa-
ter density,p is the Reynolds averaged pressure,g is
the acceleration due to the gravity,ν is the kinematic
viscosity, δij is the Kronecker delta andτij are the
Reynolds stresses.

The pressurep can be decomposed as the sum of
an hydrostatic and a non-hydrostatic part:

p = γ[(zB + h)− z] = 0 (3)

wherezB is the bed elevation from an horizontal plane
z=0 of reference,h is the water column depth andq is
the non-hydrostatic pressure.

Introducing equation 3 into equation 1, the
Reynolds Averaged Navier-Stokes equations can be
rewritten as:
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The turbulent stressesτij are calculated using the
k - ε turbulence model in the ’standard’ formulation
[9], which is based on the eddy viscosity type relation
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with
νt = cµk2/ε (6)

wherek is the turbulent kinetic energy,νt is the
eddy viscosity andε is the dissipation rate of the tur-
bulent kinetic energy. The turbulent kinetic energy
and the dissipation rate are obtained from the follow-
ing equations:
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where P is the production of the turbulent kinetic en-
ergy given by:

P = νt
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The standard values of the model coefficients are
used: cµ=0.09, cε1=1.44, cε2=1.92, σk=1.0 and
σε=1.3. The free surface movements are calculated
according to the kinematic condition:
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∂x2
− u3 = 0 (10)

The equation 10 together with equation 4 allows to
calculate the free surface position at each time step.
These equations develop a complete hydrodinamic
model able to represent flow fields with mobile bound-
aries.

3 Numerical Application and Com-
parison with Experimental Results

The simulations were performed using an in-house
finite-volume code second order accurate both in time
and space. An implicit discretization of vertical tur-
bulent and diffusive terms was employed using the
Crank-Nicolson scheme, while the other terms were
treated explicitly using an Adam-Bashfort method. A
fractional-step method was used for the time advance-
ment, and the free surface elevation was recalculated
at each time step according to equation 10. Details
on the numerical discretization can be found in Cioffi
et al. [3] and Lipari and Napoli [11]. To solve nu-
merically the equations presented in the previous sec-
tion, boundary conditions are required at each com-
putational boundary. At the lateral walls and the bot-
tom a logarithmic wall-law was used, while at the free
surface, in the absence of wind shear, the net fluxes
across the surface were set to zero. As inflow condi-
tions, both the velocity and the water surface elevation
were imposed, whereas null normal derivatives were
imposed at the outflow for all dependent variables.
The inflow conditions were obtained from a previous
simulation performed in a straight channel using peri-
odic boundary conditions in the streamwise direction.
The results of the simulation were compared, to val-
idate the code, with the experimental data obtained
by Steffler [14] in a curved open channel. The experi-
ment was conducted at the hydraulic Laboratory of the
University of Alberta in Edmonton in a 270 degrees
curved open channel. The shape of the cross-section
of the channel was rectangular with width 1.07 m and
height 0.21 m. The radius of curvature to centerline
of the section was 3.66 m. The slope of the bed was
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Figure 1: Layout of numerical simulation domain re-
porting the cross-section of interest.

kept constant at the value 0.00083 and the roughness
height was estimated to beks = 0.0013 m. In the first
cross-section of the channel a constant total discharge
equal to 0.0235m3/s was imposed. In figure 1 the
laboratory channel used by Steffler, that is composed
by a straight part of 6.13 m (inlet), a curvilinear part
of 270 degrees and finally another straight part of 3 m
(outlet), is plotted.

The simulations were performed in the same do-
main of the Steffler experiment. The calcolous grid
was designed to be fine enough to meet the require-
ment of reasonable accuracy as well as execution time.
The channel was subdivided into 128 x 32 x 16 com-
putational cells in the streamwise (x), spanwise (y)
and vertical (z) directions respectively. A non uni-
form grid was applied in the streamwise and spanwise
directions, while a uniform one was adopted along
the vertical axis, a refinement was adopted near the
bottom. The experimental and numerical longitudinal
and transverse velocity profiles over the vertical direc-
tion are compared in the following. For comparison
the profiles along the vertical direction were normal-
ized by the flow depth. The comparisons were made
in the cross-sections corresponding to 0, 90, 180 and
270 degrees (see figure 1). Along each cross-section
five profiles were analyzed: two profiles, correspond-
ing to y/b = -0.8 and y/b = 0.8 (where b is half width
of the channel and y is the distance from the section
centerline, directed toward the internal wall) near the
walls, one in the center of the cross-section (y/b=0)
and finally two profiles, corresponding to y/b = -0.4
and y/b = 0.4, away from the walls. In figure 1 the
cross-sections of interest are also reported.

In figure 2 the depth averaged velocity field is
plotted. In the straight part the velocity profile over
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Figure 2: Velocity field averaged along the vertical
axis. Distances in meters.

the cross-section is obviously symmetric, while in the
curved part and at the outflow the velocities are clearly
larger near the external wall.

In figure 3, the experimental and numerical pre-
dicted longitudinal velocity profiles over the verti-
cal direction are compared. The comparison clearly
shows that the agreement of the longitudinal veloc-
ity profile is very satisfactory in all cross-sections of
comparison.

In figure 4 the transverse velocity profile are
compared. The numerical and experimental results
are in very good agreement principally in the cross-
section of the curved part corresponding to 270 de-
grees, whereas in the others sections the same inver-
sion point was found but the speed of the secondary
currents was underestimated by the numerical model.
In order to investigated the reason of this underesti-
mation new simulations were performed using a more
refined grid in the vertical direction. Since no sig-
nificant differences were founded, the different recir-
culation effect is probably due to the insufficient re-
finement of the grid in the streamwise direction and
to the null derivative boundary conditions imposed at
the outflow section, which is not sufficiently far away
from the end of the curved part.

The recirculation effect shown in figure 4 can be
better analized plotting the velocities in some trans-
verse cross-sections. In particular in figure 5 the ve-
locity fields in the cross-sections corresponding to 90,
180 and 270 degrees are plotted. All cross sections are
occupied by a large recirculation region; in the sec-
tions at 90 and 180 degrees a net mass flux is observed
towards the internal wall, which is counterbalanced,
to ensure the mass conservation, by an acceleration in
the streamwise direction near the same wall.
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Section X = 0°, y/b = 0.4
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Figure 3: Comparison of longitudinal velocity profiles for Steffler’s experiments (1984).
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Figure 4: Comparison of transverse velocity profiles for Steffler’s experiments (1984).
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Figure 5: Transverse velocity fields in the cross-sections a) 90 b) 180 c) 270 degrees. Vertical scale distorted,
distances in meters.

 

Figure 6: Free surface elevation.
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In the cross-section at 270 degrees, that is the last
section of the curved part of the channel, an acceler-
ation in the streamwise direction is on the contrary
observed near the external wall, which is in accor-
dance with the net flux of mass towards th external
wall, which can be seen in figure 5c.

In figure 6 finally the position of the free surface
in the steady state is plotted. The rotation of the free
surface is clearly seen, with an elevation at the exter-
nal wall and a lowering near the internal wall. The
pressure gradients due to the free-surface elevations
are thus responsable for the secondary flows directed
inward, while inertial effects cause the outward sec-
ondary flows showed in figure 6.

4 Conclusions

A fully 3D numerical model has been used to simulate
the flow field in a curved open channel composed by
an inflow straight part, a curvilinear one with a bend
of 270 degrees and finally an outflow straight part.

In order to validate the numerical model pro-
posed, the results of the numerical simulation has been
compared with the experimental data collected in a
270 curved rectangular flume by Steffler[14]. The
comparison with the experimental results showed that
the numerical model is able to correctly predict the
behaviour of the flow field. In particularly an excel-
lent agreement between numerical and experimental
longitudinal velocity profiles along the vertical direc-
tion was found in all cross-section of interest. Little
differences were found in the comparison of the trans-
verse velocity profiles with a light underestimation of
the recirculation effect at the bottom and near the free
surface, even if the inversion point was correctly sim-
ulated. These defferences are probabily due to the in-
sufficient grid refinement in the streamwise direction.
The effect of the rotation of the free surface due to the
bend was correctly obtained with the elevation at the
external wall and the lowering near the internal one.
This is in accord with the transverse velocity fields
shown.
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