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Abstract: In this paper two best known at the moment algorithms for finding the maximum clique is compared. A key technique that both algorithms rely on is using a heuristic vertex colouring. The only difference between those algorithms is a way of using vertex-colouring and this difference is very important. The algorithms’ approaches are divided in this paper into two classes: re-applying vertex colouring on each depth and re-using colour classes obtained before the start of the main part. Historical attempts to use the colour classes for the maximum clique finding are also reviewed. Those two algorithms were never compared so far as is not widely announced also. The comparison is essential information for finding further development ways.
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1 Introduction
Let $G=(V,E)$ be an undirected graph, where $V$ is the set of vertices and $E$ is the set of edges. Two vertices are called to be adjacent if they are connected by an edge. A clique is a complete subgraph of $G$, i.e. one whose vertices are pairwise adjacent. An independent set is a set of vertices that are pairwise nonadjacent. A complement graph is an undirected graph $\bar{G}=(\bar{V},\bar{E})$, where $\bar{E} = \{ (v_i, v_j) \mid v_i, v_j \in \bar{V}, i \neq j, (v_i, v_j) \notin E \}$ – this is a slightly reformulated definition provided by Bomze et al 1999 [3]. A neighborhood of a vertex $v_i$ is defined as a set of vertices, which are connected to this vertex, i.e. $N(v_i) = \{v_1, \ldots, v_k \mid \forall j: v_j \in V, i \neq j, (v_i, v_j) \in E \}$. A maximal clique is a clique that is not a proper subset of any other clique, in other words this clique doesn’t belong to any other clique. The same can be stated about maximal independent set. The maximum clique problem is a problem of finding maximum complete subgraph of $G$, i.e. maximum set of vertices from $G$ that are pairwise adjacent. In other words the maximum clique is the largest maximal clique. It is also said that the maximum clique is a maximal clique that has the maximal cardinality. The maximum independent set problem is a problem of finding the maximum set of vertices that are pairwise nonadjacent. In other words, none of vertices belonging to this maximum set is connected to any other vertex of this set. A graph-colouring problem or a colouring of $G$ is defined to be an assignment of colours to the graph’s vertices so that no pair of adjacent vertices shares identical colours. So, all vertices, which are coloured by the same colour, are nothing more than an independent set, although it is not always maximal.

All those problems are computationally equivalent, in other words, each one of them can be transformed to any other. For example, any clique of a graph $G$ is an independent set for the graph’s complement graph $\bar{G}$. So the problem of finding the maximum clique is equivalent to the problem of finding the maximum independent set for a complement graph. All those problems are NP-hard on general graphs [8] and no polynomial time algorithms are expected to be found.

The maximum clique problem has many theoretical and practical applications. In fact, a lot of algorithms contain this problem as a subtask and this is another important applications area for the problem. The first area of applications is data analyses / finding a similar data: the identification and classification of new diseases based on symptom correlation [4], computer vision [2], and biochemistry [12]. Another wide area of applying the maximum clique is the coding theory [6, 13]. There are many others areas of the maximum clique application that makes this problem to be important.

2 Historical Review
Some historical attempts to use a heuristic vertex-colouring for the maximum clique finding are reviewed here before analyzing best known algorithms. Notice that this article doesn’t contain algorithms that just use a vertex-colouring to derive once bounds for the maximum clique problem, but reviews algorithms containing vertex-colouring as an important part of the maximum clique finding, i.e. where those bounds are permanently found and evaluated.
2.1 Babel and Tinhofer’s algorithm

The first algorithm to be reviewed is an algorithm proposed by Babel and Tinhofer in 1990 [1]. This algorithm is the branch and bound one and was positioned by authors as an algorithm, which is especially efficient for graphs with a large edge density. The branching is the first phase of the algorithm, which is done exactly in the same way as Carraghan and Pardalos one does [7]. The second phase, which is bounding uses mainly a well known fact that the chromatic number of a graph is always larger or equal to the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique.

The first algorithm to be reviewed is an algorithm proposed by Babel and Tinhofer in 1990 [1]. This algorithm is the branch and bound one and was positioned by authors as an algorithm, which is especially efficient for graphs with a large edge density. The branching is the first phase of the algorithm, which is done exactly in the same way as Carraghan and Pardalos one does [7]. The second phase, which is bounding uses mainly a well known fact that the chromatic number of a graph is always larger or equal to the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique.

Babel and Tinhofer algorithm: “In each following sentence describes an essence of Babel and Tinhofer algorithm uses DSATUR technique [5] to find it. The finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique. The problem of finding a vertex-colouring is NP-complete therefore the size of this graph’s maximum clique.

Different modifications of this base algorithm were proposed by Babel and Tinhofer in their work to decrease the time for computing the upper and lower bounds, but those modifications do not change the base algorithm dramatically and therefore can be omitted for this review. The algorithm was successfully used for some types of graphs, including chordal graphs [1], but the general performance of the algorithm was quite bad in comparison to the Carraghan and Pardalos algorithm [7] that was released simultaneously, mostly due to the fact that the algorithm consumes too much time to find bounds in combinatorial cycles.

2.2 Wood’s algorithm

An algorithm invented by Wood in 1997 [15] is another attempt to employ a heuristic vertex colouring for the maximum clique finding basing on previous works – mostly using Babel and Tinhofer algorithm [1], Carraghan and Pardalos algorithm [7] and some their later works. The algorithm can be described using the following pseudo-code with a certain simplification of unimportant details, which will not change the main idea:

function Main
  CBC := 0 // the maximum clique’s size
clique (V, 0)
end function

function clique(V, depth)
  if |V| = 0 then
    if depth > CBC then
      New record - save it. CBC := depth
    end if
    return
  end if

  while V ≠ Ø do
    if depth + |Q| > CBC then return // prune
  //use DSATUR to find the max. clique and colouring
  // C = {C₁,...,Cₖ}, Q = max. clique
  // C := DSATUR(G(V))
  // C = {C₁,...,Cₖ}, Q = max. clique
  if depth + |Q| ≤ CBC then
    New max clique: Q + vertices of prev depths.
    CBC := depth + |Q|
  end if
  //Find a vertex colouring of G(V) by DSATUR
  Q := greedy(V)
  if depth + |Q| > CBC then return
  New max clique: Q + vertices of prev depths.
  CBC = depth + |Q|
  end if

end function

function greedy(V)
  S := V
  Q := Ø
  while S ≠ Ø do
    v := maxdegree(v ∈ S)
  end while
end function
\[ Q := Q \cup \{v_i\} \]
\[ S := S \& \{v_i\} \]
end while
end function

It is easy to see that the described algorithm is also a branch and bound one. The author mainly concentrates on three issues that he thought are very important for such algorithms:

- How to find a good lower bound, i.e. a clique of large size?
- How to find a good upper bound on the size of the maximum clique?
- How to branch, i.e. break a problem into subproblems? [15]

The greedy approach is used find the lower bound, DSATUR [5] is used to find the upper bound. Those bounds are produced on each new depth, i.e. practically for each new branch. The original paper also employs a fractional colouring in addition to DSATUR to find a better upper bound, since the upper bound for pruning is set to be a minimum number of colours provide by those heuristic vertex-colouring algorithms – see this Wood paper for more details on fractional colouring and how it is used [15]. The biggest differences from the previously described Babel and Tinhofer algorithm [1] are:

- The algorithm looks for a heuristic clique and colouring only for a new branch, i.e. it is not done in the internal cycle of analysing the branch. Notice that Babel and Tinhofer tried to improve efficiency of their algorithm by speeding up the colouring sub-algorithm for each subgraph by reordering vertices of it [1], while Wood decided not to colour in the internal cycle;
- More than one heuristic vertex colouring algorithm is used to provide a better bound.

Although the algorithm meets the defined issues, it seems to be still impractical since it spends too much time on finding bounds and this greatly affects its performance characteristics. Therefore this algorithm is treated by many authors as another unsuccessful attempt to use vertex-colouring for the maximum clique finding, which proved that the vertex-colouring cannot be efficiently used for the maximum clique finding.

3 Different Levels of Using a Vertex Colouring in Nowadays Algorithms

Two algorithms, which are using vertex colouring for finding the maximum clique on different levels, will be reviewed here. A core idea of both algorithms is the following: any colour class (a set of vertices coloured by the same colour) is an independent set and therefore no more than one vertex from each colour class can participate in a clique. Colour classes are found using a heuristic vertex-colouring, for example the greedy one. The first algorithm described below proposes to re-apply a heuristic vertex colouring on each new depth of the branch and bound algorithm. The second one proposes to apply the colouring only once before the branch and bound routine starts and then use obtained colouring on the permanent base during branch and bound steps. Both algorithms are claimed to be the quickest at the moment; therefore a comparison of those algorithms is worth to do to identify how those different ways affect the performance in different cases (graph types) to be solved.

3.1 Depth notation

Crucial to the understanding of algorithms described below is a notation of a depth. Basely, at the depth 1 an algorithm has all vertices under analysis, i.e. \( G_1 \equiv G \). The algorithm is going to expand all vertices of a subgraph during the analyse so that vertex is deleted from the subgraph after it is expanded. Suppose it expands vertex \( v_1 \). At the depth 2, it considers all vertices adjacent to \( v_1 \) from vertices from the previous depth, i.e. belonging to \( G_1 \). Those vertices form a subgraph \( G_2 \). At depth 3, it considers all vertices (that are in the depth 2) adjacent to the vertex expanded in the depth 2 etc. Let \( v_d \) be the vertex the algorithm is currently expanding at the depth \( d \).

Let us say that \( G_d \) is a subgraph of \( G \) on depth \( d \) that contains the following vertices: \( V_d = (v_{d,1}, \ldots, v_{d,m}) \). Then a subgraph on depth \( d+1 \) is \( G_{d+1} = (V_{d+1}, E) \), where \( V_{d+1} = (v_{d+1,1}, \ldots, v_{d+1,n}) \) and \( (v_{d+1,i}, v_d) \in E \) [7].

3.2 Re-applying a heuristic vertex colouring

Tomita and Seki algorithm [14] is an algorithm that belongs to a class of algorithms re-applying a heuristic vertex colouring. This algorithm can be seen as a successful development of the classical Carraghan and Pardalos algorithm [7]. The last one used the following rule for the pruning:

\[ \text{if } d - m + n \leq CBC \quad (1) \]

where \( d \) is a depth, \( m \) is the current (under analyses) vertex index on the depth, \( n \) is the total number of vertices on the depth and \( CBC \) is the current maximum clique size.

Here the \( -m + n \) part represents a “degree” of the branch from the maximum clique point of view, i.e. how many vertices can be potentially included into the
forming maximum clique. It is obvious that this estimation is very rough and a lot of attempts have been done to improve that. Tomita and Seki have replaced this measure with a number of colour classes existing on a branch. The pruning formula of the algorithm is the following:

\[ \text{if } d - 1 + \text{Degree} \leq CBC \]  
(2)

where \( d \) is a depth, \( \text{Degree} \) is the depth (subgraph) degree, which is the number of colour classes existing on the subgraph and \( CBC \) is the current maximum clique size.

The number of existing colour classes is much more precise estimation than the number of remaining vertices, so the number of analysed subgraphs decreased dramatically. An idea of using a heuristic vertex colouring has been introduced so far, which is used by both algorithms described in this chapter. The main difference is in approaches to calculating the number of existing colour classes. The algorithm presented in this subchapter finds the heuristic vertex-colouring on each new depth. Besides, it reorders vertices after finding the colouring by colour index in decreasing order and considers vertices during the maximum clique search on the depth starting from the maximum colour index one. This allows using vertex colour indexes instead of re-counting colour classes to find the degree. The pruning formula is reformulated in Tomita and Seki algorithm and is the following:

\[ \text{if } d - 1 + \text{colour_index}(m) \leq CBC \]  
(3)

where \( d \) is a depth, \( m \) is the current vertex index on a depth, \( m \) is a number of the current (under analysis) vertex and \( CBC \) is the current maximum clique size.

### 3.3 Re-using a heuristic vertex colouring

A class of algorithms obtaining a vertex colouring only once and thereafter re-using it is represented by an algorithm developed by Kumlander [11]. This algorithm was developed independently and simultaneously with the previous one.

The first step of the algorithm is to obtain a heuristic vertex colouring and re-order vertices by colour classes, so that colour classes will appear one by one in the colour index decreasing order. The algorithm uses the vertex colouring to apply a pruning rule similar to the described above and a backtracking search that will be described below. The backtracking search cannot be used if vertices are re-colouring on each depth as the backtracking relies on a fixed vertices ordering. Therefore it is a natural part of the colouring re-using algorithms.

The direct pruning rule is defined using a degree function, which equals to the number of existing colour classes on a depth. The algorithm prunes also:

\[ \text{if } d - 1 + \text{Degree} \leq CBC \]  
(4)

where \( d \) is a depth, \( \text{Degree} \) is the depth (subgraph) degree, which is the number of which is the number of colour classes existing on the subgraph and \( CBC \) is the size of the current maximum clique. The algorithm calculates the degree by counting colour classes existing on the depth. The degree is calculated only ones when the depth is formed and later only adjusted by decreasing it on one when the next vertex to be analysed is from another colour class than the previous one. It is because the ordering since the described case means that there are no more vertices of the previous vertex colour class and the class can be excluded from the count.

The backtracking search technique examines the graph in the opposite to the standard branch and bound algorithm’s order. First of all it considers all cliques that could be built using only \( v_0 \). Then it considers all cliques that contain \( v_{i+1} \) and could contain \( v_n \) and so forth. The general rule – it considers at the \( i \)-th step all cliques that contain \( v_i \) and could contain vertices \( \{v_{i+1}, v_{i+2}, \ldots, v_n\} \). So we move from the \( n \)-th step to the first step decreasing the step number. The algorithm uses to remember the maximum clique found for each vertex at the highest level into a special array \( b \). So \( b[i] \) is the maximum clique for the \( i \)-th vertex while searching backward. This numbers are used later by the following rule: if we search for a clique of size greater than \( s \), then we can prune the search if we consider \( v_i \) to become the \( (j + 1) \)-the vertex and \( j + b[i] \leq s \) [16]. Besides we can stop the backtracking iteration and go to the next one if a new maximum clique is found since the maximum clique size of a subgraph formed by \( \{v_{i+1}, v_{i+2}, \ldots, v_n\} \) is either equal to the maximum clique size of a subgraph formed by \( \{v_{i+2}, v_{i+3}, \ldots, v_n\} \) (the previous step) or is larger on 1.

A colour classes backtracking technique does the same, but operates on the colour classes’ level. Initially vertices are sorted by colour classes, i.e. \( V = \{C_m, C_{m-1}, \ldots, C_1\} \), where \( C_i \) is the \( i \)-th colour (we call it the \( i \)-th colour class). The algorithm considers first of all all cliques that could be built using only vertices of the \( C_1 \), i.e. of the first colour class. Then it considers all cliques that could be built using vertices of \( C_1 \) and \( C_2 \), i.e. of the first and second colour classes, and so forth. The general rule – it considers during the \( i \)-th iteration all cliques that can be build using \( \{C_i, C_{i+1}, \ldots, C_1\} \) vertices. The algorithm also uses to remember the maximum clique found for each backtracking iteration into a special array \( b \). So \( b[i] \) is the maximum clique for a subgraph formed by \( \{C_i, C_{i+1}, \ldots, C_1\} \) vertices. The remembered clique
sizes are used in the following pruning rule: if the algorithm searches for a clique of size greater than $s$, then it can prune the search if the next vertex on a depth to be analysed has index $j + 1$, belongs to the $k$-th colour class and $j + b[k] \leq s$. The stopping condition of the backtracking search iteration remains since the maximum clique size of a subgraph formed by $\{C_i, C_{i+1}, ..., C_j\}$ is either equal to the maximum clique size of a subgraph formed by $\{C_{i+1}, ..., C_j\}$ or is greater on 1. It can be explained by the fact that each next iteration contains just one more colour class, which is an independent set, into addition to the analysed set of vertices, so all added vertices are pairways nonadjacent and therefore there are no two or more vertices which can be added into a new maximum clique.

4 Tests
Here the described algorithms (i.e. both ways of using classes) are analysed on DIMACS graphs, whose are a special package of graphs used in the Second DIMACS Implementation Challenge [9, 10] to measure performance of algorithms. Those graphs represent different graph types.

As it has been mentioned already, there is a very simple and effective algorithm for the maximum clique finding proposed by Carraghan and Pardalos [7]. This algorithm was used as a benchmark in the Second DIMACS Implementation Challenge [10]. Besides, using of this algorithm as a benchmark is advised in one of the DIMACS annual reports [9]. That’s why it will be used in test below and is called the “base” algorithm.

Test results are presented as ratios of algorithms spent times on finding the maximum clique – so the same results can be reproduced on any platforms. Ratios are calculated using the benchmarking algorithm [7]. The quicker a tested algorithm works the larger ratio is, so the ratio shows how much quicker the tested one is in compare to the base one. The compared algorithms were programmed using the same programming language and the same programming technique.

One more algorithm proposed by Östergård [16] was selected to participate in the comparison tests since this algorithm was reported as the quickest one several years ago. This will show the performance of the described algorithms in compare to other quick algorithms.

The greedy algorithm was used to find a vertex-colouring. A table below contains the following columns:

- **PO** – time needed to find the maximum clique by the base algorithm divided by time needed to find the maximum clique by P. Östergård algorithm [16].
- **TS** – time needed to find the maximum clique the base algorithm divided by time needed to find the maximum clique by the algorithm re-applying colour classes [14].
- **DK** – time needed to find the maximum clique the base algorithm divided by time needed to find the maximum clique by the algorithm re-using colour classes [11].

<table>
<thead>
<tr>
<th>Graph name</th>
<th>PO</th>
<th>TS</th>
<th>DK</th>
</tr>
</thead>
<tbody>
<tr>
<td>brock200_2</td>
<td>2.3</td>
<td>2.3</td>
<td>4.0</td>
</tr>
<tr>
<td>brock200_3</td>
<td>1.2</td>
<td>3.3</td>
<td>3.2</td>
</tr>
<tr>
<td>hamming8-4</td>
<td>247.8</td>
<td>39.9</td>
<td>7848.3</td>
</tr>
<tr>
<td>johnson16-2-4</td>
<td>4.4</td>
<td>7.0</td>
<td>20.9</td>
</tr>
<tr>
<td>keller4</td>
<td>2.8</td>
<td>6.7</td>
<td>11.8</td>
</tr>
<tr>
<td>p_hat300-1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>p_hat300-2</td>
<td>2.0</td>
<td>4.8</td>
<td>6.6</td>
</tr>
<tr>
<td>p_hat500_1</td>
<td>0.9</td>
<td>0.9</td>
<td>1.5</td>
</tr>
<tr>
<td>p_hat700_1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.9</td>
</tr>
<tr>
<td>sanr400_0.7</td>
<td>1.7</td>
<td>1.4</td>
<td>5.6</td>
</tr>
<tr>
<td>2dc256*</td>
<td>4.6</td>
<td>6.6</td>
<td>14.5</td>
</tr>
</tbody>
</table>

* - An original task for those graphs is to find the maximum independent set, so the maximum clique is found from the complement graph.

For example, 2.3 in the column marked **PO** means that Östergård [16] algorithm requires 2.3 times less time to find the maximum clique than the base algorithm. The quickest result of each row is highlighted by the italic font. Presented results show that the **DK** algorithm [11] outperforms others in many cases. Both reviewed in the paper algorithms are faster than the benchmarking algorithms.

5 Conclusion
In this paper two best known algorithms for finding the maximum clique has been reviewed. The first one is proposed by Tomita and Seki [14], the second one by Kumlander [11]. Both algorithms are branch and bound and both are using colour classes obtained from a heuristic vertex-colouring to find the maximum clique. Unlike other historical attempts to use vertex-colouring, those algorithms contain using colour classes as an essential part rather than just a bounding stopping condition. The difference between algorithms is identified in a “level” of using colour classes. One of them is re-applying continuously the heuristic vertex-colouring on each new depth. The other one re-use the colouring obtained during a pre-step through the algorithm work. The re-applying technique makes it possible to estimate the potential maximum clique size existing on a depth (subgraph) easily. The re-using technique makes it possible to use the backtracking search in addition since is not breaking the vertices order on each depth. The degree calculation routine is still a clear advantage over using the number of remaining vertices. The paper contains a description of both.
algorithms on a high level. Thereafter tests on several DIMACS graphs are conducted. The general result is that the re-using is the better technique in most cases, although the re-applying is reported to be better on random graphs. The re-using technique is winning mostly because of using the backtracking technique one in addition. Anyway both techniques are better than algorithms reported to be best several years ago.
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