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Abstract: - This paper introduces a new compression scheme for 3D dynamic meshes with constant connectivity
and time-varying geometry. The proposed approach, referred to as Temporal-DCT encoder (TDCT), combines a
piecewise affine prediction scheme with a temporal DCT-based compression of the prediction errors. Experiments
show that TDCT achieves up to 70% and 54% lower compression distortions than the GV and MCGV approaches,
while outperforming (47% to 95% lower distortions) RT, MPEG-4/AFX-IC, D3DMC and Dynapack techniques.
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1. Introduction

Extensively used in physical simulations, virtual and
augmented reality systems, CGI films and video
games, 3D animations are becoming omnipresent in
today’s industrial and general public applications.

Such a dynamic content is produced by using a wide
range of techniques depending on the considered ap-
plication. Scientists and engineers use hardware-based
motion acquisition [18] approaches and physically-
based simulations. Multimedia content creators are
more accustomed to morphing and skinning meth-
ods. Such techniques are fully supported by the ma-
jority of the existing 3D authoring environments (3DS
MAX, Maya). Moreover, the MPEG-4/AFX (Anima-
tion Framework eXtension) standard [3] has adopted
such a skinning approach, so-called bone-based ani-
mation (BBA).

However, for transmission and visualization pur-
poses the 3D animation industry adopts a key-frame
representation, which offers the advantages of:

• generality (ability to represent 3D animations
independently of the underlying 3D modelling
technique used for content creation),

• interoperability (multi-platform content render-
ing), and

• ability to ensure content protection [11].

In this case, the dynamic mesh is stored as a se-
quence of consecutive 3D meshes (Mi)i∈{0,...,F−1}
with constant connectivity and time-varying geometry,
representing key-frames. F stands for the number of
key-frames. The intermediate frames are derived by
applying interpolation procedures.

However, the key-frame representation leads to a
huge amount of data, since even short sequences of
a few minutes require several thousands of meshes.
In order to ensure the efficient storage, transmission
and visualization of a such representation, compres-
sion techniques need to be elaborated.

The emerging research field of dynamic 3D mesh
compression has gained rapidly the interest of the sci-
entific community as testifies the important number of
recently developed works reported in the literature (see
[11] for an overview).

The clustering-based approaches [13], [5] express
the animation in terms of rigid transforms (RT).
In [14], the so-called D3DMC (Dynamic 3D Mesh
Coder) technique represents the motion field of each
frame as an octree structure and a set of associated
motion vectors. The major limitations of the clustering
approaches are related to the segmentation procedure
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involved, which is computationally complex and may
cause disgraceful discontinuities at low bit rates.

The Interpolation Compression (IC) scheme [8],
recently adopted by the MPEG-4/AFX standard, and
the Dynapack approach [7] exploit local spatio-
temporal predictors to encode the dynamic mesh ge-
ometry. Their simplicity and low computational cost
make them well-suited for real-time decoding applica-
tions. However, these approaches do not support more
advanced functionalities such as progressive transmis-
sion and scalable rendering.

The compression schemes introduced in [1] and
[10] compress 3D animations by applying a princi-
pal component analysis (PCA) of the mesh deforma-
tion field. Such PCA-based approaches are specifi-
cally adapted for long repetitive animation sequences
of small meshes with a number of frames much greater
than the number of mesh vertices. However, they suf-
fer from a high computational complexity, since a sin-
gular value decomposition is required.

The Geometry Video (GV) [4] compression scheme
exploits a mesh cut and a stretch minimizing parame-
terization [16] over a 2D square domain. Here, the
initial mesh connectivity is completely discarded and
replaced by a regular one obtained by uniformly sam-
pling the parametric domain. The so-obtained se-
quence of geometry images is then compressed by us-
ing traditional video encoding techniques. A global
motion compensation procedure is first applied. Each
frame is predicted from the previous one, by using a
global affine motion model. The resulting prediction
errors are then compressed by using a wavelet-based
encoding scheme. The main drawbacks of the GV
approach are related to the remeshing procedure in-
volved, which may lead to a loss of surface details,
and to tangent plane discontinuities at the level of the
cut.

To overcome the above mentioned limitations,
Mamou and al. recently introduced the Multi-Chart
Geometry Video (MCGV) [12] representation which
extends the GV approach. Here, the initial mesh con-
nectivity is preserved, which makes it possible to avoid
the remeshing related problems. Authors also im-
prove the motion compensation stage by applying a
piecewise affine predictor instead of a global one. In
addition, parameterization distortions are limited by
exploiting a low-distortion atlas of parameterization

[19]. Finally, the predictions errors are stored as 2D
Multi-Chart Geometry IMages (MCGIMs) [17] and
compressed using DCT-based image or video encoders
(e.g. JPEG, MPEG-4).

This paper proposes a novel compression scheme
for 3D dynamic meshes, referred to as Temporal-DCT
encoder (TDCT). As in the case of MCGV, the TDCT
compression scheme adopts a piecewise affine predic-
tor for the motion compensation stage. However, the
residual prediction errors are here encoded by apply-
ing a temporal-DCT-based compression. With respect
to MCGV, the TDCT approach offers the following ad-
vantages:

• It avoids the mesh parameterization and thus the
inherent parameterization distortions.

• It better captures the temporal correlations of the
animation signal by globally processing the tra-
jectory of each vertex over time.

The paper is structured as follows. Section 2
describes the proposed TDCT compression scheme
and details its main stages: motion segmentation,
piecewise affine prediction and temporal-DCT com-
pression. Section 3 analyzes how the proposed ap-
proach responds to more advanced functionalities,
such-as progressive transmission and scalable render-
ing. TDCT’s performances are objectively evaluated
and discussed in Section 4. Finally, Section 5 con-
cludes the paper and opens perspectives of future
work.

2. Temporal DCT-based Compression

Figure 1 illustrates the TDCT encoding scheme. As
in [12], the mesh vertices are partitioned into groups
exhibiting the same affine motion with respect to the
first frame. This partition is then exploited in order
to compute a piecewise affine predictor which mini-
mizes, in the mean squares error sense, the prediction
errors. Finally, the so-obtained prediction residuals
are compressed by applying a temporal DCT encod-
ing scheme.

The first mesh of the sequence is statically encoded
and transmitted as side information. Any static com-
pression approach can be used for encoding the first
mesh. In this work, we have considered the classic
Touma & Gotsman (TG) [15] monoresolution tech-
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nique and the multiresolution Progressive Mesh [6] ap-
proach.

Figure 1: The TDCT compression scheme.

Let us now detail the main blocks of the TDCT
encoding scheme, starting with the motion-based seg-
mentation stage.

2.1 Motion-based segmentation

The objective of the segmentation stage is to obtain a
partition π = (πk)k∈{1,...,K} of the mesh vertices into
K clusters whose motion can be accurately described
by 3D affine transforms. The proposed approach, de-
tailed here-below, takes into account the motion of the
mesh vertices over the whole set of frames in the se-
quence.

First, an affine transform Av
i describing the affine

motion of the local neighbourhood of each vertex v ∈
{1, ..., V } at frame i ∈ {0, ..., F − 1} with respect to
first frame is computed as follows:

Av
i = arg min

A

(∑
υ∈v∗

‖Aχυ
0 − χυ

i ‖2

)
, (1)

where A is 4 × 4 matrix representing an affine trans-
form, v∗ is the third order neighbourhood of the vertex
v (i.e., vertices connected to v by a path consisting of at
most three edges), and χυ

i is a 4D vector representing
the homogeneous coordinates of the vertex υ at frame
i.

Then, the set of (Av
i )i∈{0,...,F−1} is stored as a

single vector αv ∈ R
12×F (since an affine trans-

form is completely defined by 12 real-valued coeffi-
cients). Finally, the partition π is obtained by applying
the k-means clustering algorithm [9] to the vector set
(αv)v∈{1,...,V }.

2.2 Piecewise affine prediction

Once the partition of the dynamic mesh determined,
for each frame i, the motion field is modeled as a set of
K affine transforms denoted by (Hk

i )k∈{1,...,K}. With
the same notations as above, the affine transform Hk

i

associated with patch k at frame i is defined as:

Hk
i = arg min

A

(∑
υ∈πk

‖Aχυ
0 − χυ

i ‖2

)
. (2)

The set (Hk
i )k∈{1,...,K}, together with the partition

π provide a piecewise affine predictor of the frame i
from the frame 0 defined as :

∀ v ∈ {1, ..., V }, χ̂υ
i = H

k(v)
i χυ

0 , (3)

where k(v) denotes the cluster to which the vertex v
belongs.

The prediction errors ev
i = (ev,x

i , ev,y
i , ev,z

i , 0)t are
defined as:

∀ v ∈ {1, ..., V }, ev
i = χυ

i − χ̂υ
i . (4)

The residuals (ev,x
i , ev,y

i , ev,z
i ) are finally com-

pressed by using a temporal DCT-based compression,
as described in the next section.

2.3 Temporal DCT-based compression

For each vertex v of the dynamic mesh, we consider
the associated prediction errors (ev,x

i )i, (ev,y
i )i, and

(ev,z
i )i (i ∈ {1, , F}) as three temporal sequences. The

spectra (sv,x
i )i, (sv,y

i )i, and (sv,z
i )i of each error se-

quence is then determined by applying a monodimen-
sional DCT over the time domain.

This procedure is applied to all the mesh vertices.
The obtained spectral coefficients are then multiplexed
into a single vector S of dimension 3×V ×F defined
as follows:

S =
∐

i∈{1,...,F}

∐
v∈{0,...,V −1}

(sv,x
i , sv,y

i , sv,z
i )t, (5)

where
∐

represents the concatenation operator.
Since the DCT transform concentrates the energy

of a smooth signal within the low frequency band, the
majority of the DCT coefficients will have a small
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magnitude, which makes them well-suited for arith-
metic encoding and thus ensures high compression
rates.

Let us analyse now how the proposed approach re-
sponds to more advanced functionalities such as pro-
gressive transmission and scalable rendering.

3 Progressive transmission and
scalable rendering

The progressive transmission functionality concerns
the bitstream adaptation to different, fixed or mobile
communication networks with various bandwidths.
Here, the decoder can start displaying a coarse approx-
imation of the animation sequence when some base-
line, minimal information is received. A refinement
process is then applied to this coarse representation in
order to gradually improve the visual quality of the de-
coded animation sequence.

The concatenation process, described in Equation
(5), makes possible the progressive transmission of the
DCT coefficients from low to high frequencies, and
thus the reconstruction of an approximated animation
sequence at any stage of the decoding process.

The scalable rendering functionality concerns the
bitstream adaptation to terminals (e.g., desktop com-
puters, laptops, PDAs, mobilephones...) of various
complexities with different memory and computa-
tional capacities, under real-time visualization con-
straints.

In order to support the scalable rendering function-
ality, the TDCT representation should be associated
with a progressive encoding of the first mesh. In this
work, we have adopted the Progressive Mesh (PM) ap-
proach introduced in [6].

The principle consist of simplifying the mesh topol-
ogy by applying a sequence of half-edge collapse op-
erations, denoted by (hecolj)j . Each half-edge col-
lapse operation merges two mesh vertices into a single
one. The encoder decimates the mesh vertices until a
coarse base mesh is reached. Conversely, starting from
the base mesh, the decoder can progressively recon-
struct the mesh connectivity at increasing finer Levels
Of Detail (LOD), by successively applying a sequence
of vertex split operations, denoted by (vsplitj)j . A
vertex split represents the inverse of a half-edge col-

lapse operation and consists of splitting a vertex into
two different ones.

The TDCT approach naturally exploits the PM hi-
erarchy for recovering different LODs of the dynamic
mesh. The connectivity information, corresponding to
the targeted LOD is decoded only once for the entire
sequence. Then, the associated geometry information
is recovered for each frame. The bitstream includes the
set of DCT spectra of all vertices of the initial mesh.
The decoder selects the subset of spectra correspond-
ing to the mesh vertices at the considered LOD. The
inverse DCT is then applied solely to the selected spec-
tra for recovering the geometry signal.

Let us note that the above-described procedure can
be applied due to the half-edge collapse decimation
operator considered, which ensures that the set of
mesh vertices at a given LOD is included within the
set of mesh vertices of any finer LOD. In addition,
such an approach leads to savings in computational
time since the inverse DCT, which is determinant for
the decoding complexity, is applied only to a reduced
set of spectra. Figure 2 illustrates the frame 37 of the
"Cow" animation sequence at different LODs.

(a) V = 2904 (b) V = 1002 (c) V = 502 (d) V = 252

Figure 2: Frame 37 of the "Cow" sequence at different
LODs.

4 Experimental results
4.1 Evalution corpus

In order to be able to perform objective comparisons,
we have considered a data set animation sequences,
used by the majority of the works reported in the liter-
ature, and so-called "Dance", "Chicken" and "Cow".
Table 1 summarizes their properties, expressed in
terms of numbers of vertices (V ), frames (F ), and con-
nected components (CC).
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Animation sequence V F CC

"Cow" 2904 204 1
"Chicken" 3030 400 41
"Dance" 7061 201 1

Table 1: Properties of the animated mesh sequences
considered in the evaluation.

4.2 Objective evaluation criteria

In order to compare compression performances for
mesh sequences with various number of frames and
vertices, compression rates are expressed in terms of
bits per frame per vertex (bpfv).

The compression distortions are measured by us-
ing the RMSE error [2] between initial and recon-
structed (decoded) meshes. The RMSE error between
two mesh sequences is defined as the mean value of the
frame to frame RMSE, calculated over all the frames
in the sequence.

4.3 Compression results

In our experiments the number of clusters K was set to
20 for all the sequences. The real coefficients describ-
ing the affine transforms were quantized on 17 bits.
The first frame of the sequence was encoded by us-
ing the Touma and Gotsman approach [15], with the
geometry being quantized on 12 bits. The predictions
residuals were quantized on 8 bits.

Figure 3 presents a comparison between the pro-
posed TDCT approach, the MCGV compression
scheme and the GV encoder.

For the "Cow" sequence, TDCT shows 50% lower
compression distortions than GV at 8 bpfv and 22%
lower distortions than MCGV at 5 bpfv. For the
"Dance" sequence, TDCT achieves up to 70% and
54% lower distortions than GV and MCGV respec-
tively. The low compression performances of MCGV
and GV when compared to the TDCT approach, can be
explained by: the parameterization distortions inher-
ent to these encoders, and their non-optimal handling
of the temporal correlations of these sequences.

(a) "Cow"

(b) "Dance"

Figure 3: TDCT compression scheme versus GV and
MCGV encoders.

Figure 4: TDCT outperforms AFX-IC, D3DMC, RT
and Dynapack for "Chicken" sequence.

Figure 4 compares the performances of TDCT to
those of D3DMC, AFX-IC, RT, and Dynapack for the
"Chicken" sequence. Here, D3DMC and TDCT out-
perform all the other encoders for low bitrates (less
than 4 bpfv). At 4.1 bpfv, TDCT compression scheme
provides 95% lower compression distortions than Dy-
napack and AFX-IC. At 2.2 bpfv, TDCT achieves up
to 90%, 47% lower compression distortions than RT
and D3DMC respectively. This can be explained by
the non-optimality of the rigid and the octree decom-
position of the motion considered by D3DMC and RT.

Experiments establish that the proposed TDCT

5

Proceedings of the 10th WSEAS International Conference on COMMUNICATIONS, Vouliagmeni, Athens, Greece, July 10-12, 2006 (pp74-79)



compression scheme provides a compact representa-
tion of 3D animations which outperforms the other
state-of-the-art approaches. In particular, the pro-
posed approach proves to be highly efficient for articu-
lated dynamic meshes such as "Dance" and "Chicken",
where the piecewise affine prediction stage is fully ex-
ploited.

5. Summary and Conclusions

This paper introduced a new compression scheme for
animated 3D meshes, which combines a piecewise
affine motion compensation strategy with temporal
DCT-based encoding of the prediction residuals.

Experimental results show that the proposed ap-
proach outperforms GV, MCGV, D3DMC, RT, Dyna-
pack, and AFX-IC dynamic mesh compression tech-
niques. The TDCT approach reveals to be particularly
efficient when applied to articulated dynamic meshes.

Future work, will address the extension of this en-
coder to dynamic meshes with properties such as mesh
normals, texture and colours.
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