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Abstract: - One of the most important characteristics of a software application is the fidelity to the object modeled. Generally speaking a software application is developed with the purpose to model, with minimal adjustments, a class of often heterogenic objects. The high complexity of the real objects modeled to be modeled by, a class of often heterogenic objects. The high complexity of the real objects modeled to be modeled by, determines a similar complexity for the software applications they are modeled by.

To achieve our goal of accurate modeling for real systems, we start with 0 fidelity degree objects, and admitting on this way any stepwise adjunction of the specific properties for a real system. Thus the concept has as purpose to define a kind of generalization due property adjunction, increasing the degree of heterogeneity of the initial objects and therefore maximizing the fidelity of the system.

In object oriented design these stepwise adjunction of properties consists in a class hierarchy, starting from abstract and finishing at concrete. The key for controlling the complexity of large software systems is to group classes in a set of cohesive modules with minimal interaction. This paper shows a model for establishing an optimal package architecture in object oriented programming of complex software systems.
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1 Concepts and notations
If $X$ is a set then we will use the following notations: $|X|$ - for the cardinal of $X$.
$C^X$ or $X$ - for the complementary of $X$ regarding the total set $U$, which will be understood from the context.
$X \setminus Y = X \cap C_Y$ - for the difference of two sets $X$ and $Y$.

Definition 1.1 [3], [7]. A graph is a pair $G = (\Gamma, X)$, where $X$ is a set and $\Gamma$ is a function $\Gamma: X \to 2^X$. The elements of $X$ are called edges of the graph $G$. If $y \in \Gamma x$ then $(x, y) \in \Gamma$ and the pair $(x, y)$ is called vertex of graph $G$. Thus $\Gamma = \{(x, y) \mid y \in \Gamma x\}$ and $\Gamma x = \{y \mid (x, y) \in \Gamma\}$.

Definition 1.2 [3], [7]. A graph $H = (A, \Gamma_a)$ is a subgraph of graph $G = (\Gamma, X)$ where $A \subset X$ and $\Gamma_a$ is defined as $\Gamma_a x = \Gamma x \cap A$. A partial graph of $G = (\Gamma, X)$ is a graph $G' = (\Gamma', X)$ where $\Gamma' \subset \Gamma$. A partial graph of a subgraph is called partial subgraph.

For a vertex $U = (a, b)$ the edge $a$ is called initial edge of the vertex $U$ and the edge $b$ final edge of vertex $U$. Also $a$ is a immediate predecessor or direct ancestor of $b$, and $b$ is immediate successor or direct descendent of $a$.

Definition 1.3 [3], [7]. A path in graph $G = (\Gamma, X)$ is a sequence of vertices $(u_1, u_2, ..., u_n)$, $u_i \in \Gamma$, $\forall i = 1, n$ such that $\forall i = 1, n - 1$ the final edge of $u_i$ is the initial edge of $u_{i+1}$.

A path is called simple if $\forall i, j \in \{1, 2, ... n\}$, $i \neq j \Rightarrow u_i \neq u_j$.

A path together with his edges is denoted by $\mu = [x_1, x_2, ..., x_k]$.

A cycle or circuit is a path $\mu = [x_1, x_2, ..., x_k]$ where $x_i = x_k$. A cycle $\mu = [x_1, x_2, ..., x_k]$ is simple if the path $\mu' = [x_1, x_2, ..., x_{k-1}]$ is simple.

We denote $\Gamma^{-1} x = \{y \in X \mid (y, x) \in \Gamma\}$. The inner degree of an edge $x$ is denoted by $id(x) = |\Gamma^{-1} x|$ and the outer degree by $ed(x) = |\Gamma x|$.

Definition 1.4 [3], [7]. A tree is a graph $G = (\Gamma, X)$ verifying the properties:

a) $G$ is acyclic;

b) $\exists! x \in X$ such that $id(x) = 0$ and is called the root of the tree;

c) $\forall x \in X$, other then the root, has $id(x) = 1$.

We extend now de concepts form above and define $\Gamma^2$, $\Gamma^3$, ... as follows:
The transitive closure of $\Gamma$ is the function $\hat{\Gamma}: X \rightarrow 2^X$ defined as
$$\hat{\Gamma} = \bigcup_{i=1}^{\infty} \Gamma^i.$$ Analogously, we extend $1^{-\Gamma}$ to $1^{-\Gamma}$ via
$$1^{-\Gamma} = \bigcup_{i=1}^{\infty} (\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(\Gamma^{-i}(X))))))))))).$$

## 2 Cohesion and coupling principles

The main principle in software package design is the maximal cohesion in any package and minimal coupling between packages.

For maximal cohesion, two classes are grouped together in a package if and only if they will be reused and modified together. Also we will take in mind the principle of abstract package stability and therefore abstract packages have to be more stable. Thus if we denote

\[
x_{ij} = \begin{cases} 1 & \text{if they are reused together} \\ 0 & \text{otherwise} \end{cases} \quad (1)
\]

\[
y_{ij} = \begin{cases} 1 & \text{if they are modified together} \\ 0 & \text{otherwise} \end{cases} \quad (2)
\]

\[
a_{ij} = \begin{cases} 1 & \text{if the have similar abstraction} \\ 0 & \text{otherwise} \end{cases} \quad (3)
\]

\[
z_{ij} = \begin{cases} 1 & \text{in the same package} \\ 0 & \text{otherwise} \end{cases} \quad (4)
\]

then $z_{ij} = a_{ij}x_{ij}y_{ij}$.

We denote: $Na$ – the number of abstract classes; $Nc$ – the number of concrete classes.

Under these conditions the degree of abstraction $\alpha_p$ of the package $p$ is:

$$\alpha_p = \frac{Na}{(Na + Nc)}.$$

We notice that under the above circumstances $\alpha_p$ is either 0 or 1. Thus after this kind of grouping we get homogeneous packages in respect to the abstraction degree. We call these packages initial packages.

Starting from a class hierarchy appropriate to the software system we would like to build, after a first grouping of these classes in packages, according to the matrix $u = (z_{ij})$ from above, we obtain a graph. The edges of the graph will be these initial packages.

### 3 Packages in graphs

**Definition 3.1** A package whit main edge $h$ is a maximal subgraph $(\Gamma^i, I)$ of $(\Gamma, X)$ verifying the properties:

a) $h \in I$;

b) if $x \in I \Rightarrow h \in \hat{\Gamma}x$;

c) $I \setminus \{h\}$ is acyclic;

d) if $x \in I \setminus \{h\}$ then $\hat{\Gamma}x \subseteq I$.

**Example 3.1** For the graph in Fig. 1. we have the packages $I(e) = \{e\}$, $I(f) = \{f,h,i,k\}$, $I(g) = \{g,j,t\}$ and $I(l) = \{l,m,n,o,s\}$.

![Fig. 1. Graph representation for example 3.1.](image)

The following algorithm determines a package family of a given connected graph.

**Algorithm 3.1**

**Input:** A connected graph $G = (\Gamma, X)$

**Output:** The family of packages $I_j$, $j = 1, p$ who partitions graph $G$.

**Method:** The algorithm is founded on the conditions from the package definition.

01 START ($G$)
02 $i := 1$; $j := 1$; $l := 1$
03 DO UNTIL ($\Gamma^{-l}(I_1 \cup I_2 \cup \ldots \cup I_j) = \emptyset$)
04 IF ($j > 1$) THEN
Lemma 3.1 The algorithm 3.1 determines a partitioning of the graph in packages.

Proof. First we show that $I_1, I_2, \ldots, I_p$ produced by the algorithm verify the conditions a)-d). Let $(\Gamma, I_h)$ a subgraph. Since $I_h \subseteq I_h \subseteq \ldots \subseteq I_h \Rightarrow I_h = \bigcup I_h$.

The first edge included in $I_h$ is $x_i$ or $y_i$ chosen in step 04, 05 and 06. This will be the main edge of the package $I_h$. From step 13

$$(\forall x \in I_h \Rightarrow x \in \Gamma^{-1} I_h) \Rightarrow (\forall x \in I_h \Rightarrow x \in \Gamma^{-1} h)$$

and so condition b). Let now $C = [x_1, x_2, \ldots, x_n, x_{n+1}]$ be a cycle such that $x_i \in I_h$, $\forall i = 1, n$ and $h \notin C$. Let $x_{n+1}$ be the first edge included in $I_h$ at step 13.

Since $x_{n+1}$ was included $\Gamma x_{n+1} \subseteq I_h$. But from the condition $x_i \in C \Rightarrow x_j \in \Gamma x_i$ and $x_j \not\in I_h$ since $x_i$ was the first node of the cycle included in $I_h$ at step 13, so we have a contradiction and then $I_h \setminus \{h\}$ is acyclic, that means condition c). Also in step 13 a edge is included in $I_{h_{ki}}$ with condition $\Gamma x \subseteq I_{h_{ki}}$ ad for here condition d).

We shell notice now that there don’t exist two subgraphs that satisfy the conditions a)-d), having different ends and common edges. Hence, let $h_i$ and $h_k$ be that two ends and $x \in I_{h_i} \cap I_{h_k}$, then there exists the path $[x, \ldots, h_i]$ and $[x, \ldots, h_k]$. This means that there $\exists y_i, y_j$ so that $y_i \in I_{h_i}$ and $y_j \in I_{h_k}$ such that $y_i \in \Gamma y_j$. From here $\Gamma y_j \not\subseteq I_{h_i}$ which means contradiction to condition d).

Let $I_h$ be a packet produced by above algorithm and $I_h'$ a package with the same initial node $h$. From the above we have $I_h \subseteq I_h'$ and must show that $I_h = I_h'$.

Assuming that $I_h \subseteq I_h'$, then there exists a $x \in I_h \setminus I_h'$, a edge so that $\Gamma x \subseteq I_h'$, because the number of edges is finite and $\Gamma x \subseteq I_h$. Since $I_h'$ is produced by the algorithm, there exists a natural number $n$ so that $I_h' = I_h' = I_{h_{ki}}$. But $I_{h_{ki}} = I_h' \cup \{x \in \Gamma^{-1} I_h' \mid \Gamma x \subseteq I_h\} \Rightarrow x \in I_{h_{ki}} \Rightarrow I_{h_{ki}} \neq I_h'$ contradiction, so $I_h' = I_h'$.

The maximal condition results from the fact that $I_h = \bigcup I_{h_{ki}}$, that means $I_h$ is the union of all graphs who respect the conditions 1)-d).

We show now that $(I_1, I_2, \ldots, I_n)$ makes up a partition for $X$.

We assume $\exists x \in X$ such that $x \not\in \bigcup_{k=1}^n I_k$, so $\Gamma^{-1} (I_1 \cup I_2 \cup \ldots \cup I_n) \neq \emptyset$ because the graph is connected and it exists a path from the initial edge to any edge of the graph, results that the algorithm never ends. Thus $X = \bigcup_{k=1}^n I_k$.

Lets show that $I_j \cap I_k = \emptyset$. With respect to the above, it is enough to show that there aren’t two distinct packages with the same main edge $h$.

We assume by contradiction that exists $I_h$ and $I_h'$ so that $I_h \setminus I_h' = \emptyset$, thus $I_h \subseteq I_h \cup I_h'$. Since $I_h \cup I_h'$ respects the conditions a)-d), $I_h'$ is not the maximum that satisfies a)-d). Thus we have a contradiction and so $I_h = I_h'$.

From the proof of the lemma results, in addition, that the partitioning of a graph in packages is unique.

Definition 3.2 Let $F = (\Gamma, X)$ be a graph and a package partition determined be algorithm 3.1. A derivate graph of $F$ is a graph $I(F)$ defined as follows:

a) $I(F)$ has an edge for each package;

b) the main edge of $I(F)$ is the edge corresponding to the package that contains the main edge of $F$;

c) a vertex is drawn from package $I$ to package $J$ if and only if $I \neq J$ and it exists a vertex from an edge of package $I$ to the end of package $J$. 

The derivate graph of $I(F)$ is $I(I(F))=I^2(F)$. Hence the number of edges of $F$ is finite there exists an $n$ such that $I^n(F)=I^{n+1}(F)$.

**Definition 3.3** The limit of $F$ is a graph $I^n(F)$ with the property $I^n(F)=I^{n+1}(F)$, denoted by $F_n$. From the uniqueness of graph partitioning in packages, results that this $F_n$ exists and is unique.

**Definition 3.4** Let $F=(\Gamma,X)$ be a graph, then if $F_n$ has a single edge the graph $F$ is called reducible, and if $F_n$ has $N>1$ edges the graph $F$ is called irreducible.

A graph $G=(\Gamma,X)$ with $n$ edges can be represented by a quadric matrix of $n$ rows and $n$ columns with elements of 0 and 1, called adjacency matrix of the graph. If the edges of the graph are $x_1, x_2, ..., x_n$ the adjacency matrix denoted $M=(m_{ij})$, $i,j=1,n$ is defined as follows:

$$m_{ij} = \begin{cases} 1 & \text{if } (x,y) \in \Gamma \\ 0 & \text{otherwise} \end{cases}$$

(5)

Thus we start from the initial graph $G=(\Gamma,X)$ whose edges correspond to the initial packages. These one we call level 0 packages. After applying algorithm 3.1 we obtain a graph $I(G)$ whose edges are level 1 packages. Generally speaking, the edges of graph $I^n(G)$ are called level $n$ packages.

**4 Conclusions**

Let’s see what’s about module stability. Generally, if a class doesn’t depend on any other class the class is said to be independent. Also, a class is responsible if another class depends on her. Any change in such class produces a chain of changes in the dependent classes. Roughly speaking, in a software system there exists neither total independent classes nor classes without any responsibility.

The independency of a package is given by the number of classes of a package depending on classes from the inside of the package. Obviously our partitioning in packages is optimal since, in a level 1 package there exist a single dependent class, and generally, a single level $n$ package in a level $n+1$ module depending on another package. Apparently the responsibility seems to be uncontrolled, but a closer analyze shows that any class of a level 1 package can depend on other classes, however the number of classes he depends on, is minimized due the fact that any class can depend only on classes that build the main edge of another package.

If for a given package $p$ we denote:

- $C_x$ – the number of classes outside the package who depends on classes from his inside,
- $C_d$ – the number of classes outside the package on which depend classes from the package,
- $I$ – the degree of instability of the package, then $I=C_x/(C_d+C_x)$.

In our case

$$C_x = \text{id}(x) = |\Gamma^{-1}x| = \sum_{i\in p, j\notin p} m_{ij}$$

(6)

$$C_d = \text{ed}(x) = |\Gamma x| = \sum_{i\notin p, j\in p} m_{ij} - \sum_{j\notin p} m_{ij}$$

(7)

where is the main edge of $p$.

The main benefit of these partitioning in packages is the control of cyclical dependences between packages. We notice that the inner cycles of the packages and the cycles between packages are closed by the main edges of the packages, what makes it possible to simultaneously eliminate these cycles.
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