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Abstract: - In this work it has been developed a novel system of automatic recognition for trees leaves, based on 
a hybrid classification method by means of a Support Vector Machine (SVM), using the Fisher kernel, and 
calculated from a Hidden Markov Model (HMM). An angle sequence has been used as an element of 
parameterization, extracted from the leaves contour, making such sequence invariable by rotation, movements 
and size. The application of these algorithms has been focused on the implementation of a recogniser of leaves of 
endemic trees from the Canary Islands, in particular, 16 different species of Canary Laurisilva. Obtained 
successful rates have been higher than 99.9%, according to the number of employed leaves in the training 
process. 
 
Key-Words: - Pattern Recognition, Artificial Intelligent, contour detection, parameterization, classification, 
HMM, kernel of Fisher and SVM. 
 
 
1   Introduction 
The use of the information technologies and 
communications is becoming more present in diverse 
fields of our society. The field of botany is not an 
exception. This work intends to be itself, a tool that 
helps biologists with their work. 

Treating this theme in detail, in the vegetable 
kingdom there are catalogued more than 350.000 
species [1][2]. The variety of living beings is so high, 
that a detailed classification for each one has become 
essential. This task is performed by pattern 
recognition and, is in this environment, where this 
work fits well. 

Biologists are in charge of cataloguing the 
enormous amount of vegetable species in the planet. 
This splendid biodiversity makes it difficult to know 
accurately which species we have, even for scientists. 
This is why it is required to consult with specialized 
experts in the vegetable families, to know which 
specie the studied leaf belongs to.  Nevertheless, 
there not always an expert nearby in this field to tell 
us what plant we are studying. 

Therefore, this work is born from the need to 
count with an efficient and fast method to get to 
classify diverse vegetable species, based on signal 

processing techniques [3]. To give answer to this 
lack, it would be desirable to develop a digital 
processing program that, by means of a series of 
specific designed tools for image processing, 
managed to identify different vegetable species.   

By this way, the laborious consultation in 
encyclopaedia and specialized literature would be 
avoided in order to find out what plant is the subject 
of study. In just a few seconds it would be possible to 
know what plant is being observed. 

Hence, the work methodology to follow has been 
based on the conjunction of different ideas. On one 
hand, working with leaves contour using the 
information provided. On the other hand, using the 
Hidden Models of Markov (HMM) [2][4] to calculate 
the Fisher kernel [5]. These data will then be 
classified by means of the support vector machines 
(SVM) [6][7], to eventually obtain a model through 
supervised learning that will give a certain success 
value for the recognition of the tree leaves. A plan of 
the system proposed can be seen in figure 1. 

The structure of this paper is established after this 
introduction in the section that includes the creation 
of the database. In the third section the leaves contour 
is calculated. In the next section, the Hidden Markov 
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Model (HMM) is introduced as a transformed 
element to obtain the Fisher kernel. The fifth section 
is dedicated to the classifier study, experiments and 
results, and finally the seventh section shows the 
conclusions. 

   

 
 
Fig 1. Blocks diagram of the proposed system.  
 
 
2   Created database 
In order to create a recognition system of different 
vegetable species it is necessary to build a database. 
This database should contain the samples of the 
different species of study. The number of samples 
will be large enough to, first train the classifier with 
guarantees and second, test this classifier to assess the 
results obtained. On top of this, the amount of chosen 
samples, for each vegetable species must cover the 
largest amount of shapes and structures that this 
unique specie can take. In this way, a robust study of 
the different vegetable species is ensured. 

 Attending to this reasoning, the sample collection 
was made at different times of the year, trying in this 
way to cover all the colours and shapes that the 

leaves take throughout the four seasons. Besides, a 
special attention was made to reject those samples 

that were degraded so that the selected samples were 
in good conditions.  

 The species that were chosen have the singularity 
of being endemic to the Canary Islands, which can be 
found in low areas (Mocán) and the humid 
mountainous areas of Laurisilva and Fayal-Brezal [8]. 

The database is composed of 16 different species, 
with 75 samples each one. The images that form the 
database has been stored in a grey scale using a 
"jpeg" format (Joint Photographic Experts Group) 
with Huffman compression. The images have been 
digitalised to 300 dpi, with 8 bit accuracy [8]. 
 
 
3   Contour Detection 
We have considered just the leaf perimeter. This 
image is considered without its petiole that has been 
extracted automatically from the shadow image.   

Leaves are scanned fixed on white paper sheets, 
placed more or less on the center, upward (petiole 
down) and reverse side to scan. 

Border determination as (x,y) positioning  
perimeter pixels of black intensity, has been achieved 
by processes of shadowing (black shape over white 
background), filtering of isolated points, and 
perimeter point to point continuous follow. 
 
 
3.1   Perimeter interpolation. 
As shown in table 1, perimeter size variability 
induces us to consider a convenient perimeter point 
interpolation, in order to standardize perimeter vector 
description.  

For an interpolating process, in order to achieve 
reconstruction of the original shape, we may use any 
of the well known algorithms as mentioned in 
[9][10][11], but a simple control point’s choice 
criterion in 1-D analysis allows for an appropriate 
performance ratio on uniform control point’s number 
and approximation error for all individuals of all 
varieties studied.  

The general idea, for such choice, is to consider 
(x,y) positional perimeter points as (x,F(x)) graph 
points of a 1-D relation F. 

Consideration of y coordinate as y = F(x) is done, 
because of the way leaves images are presented in our 
study: leaves have been scanned with maximum size 
placed over x ordinate. 

For a relation G to be considered as a one-
dimensional function, there is need to preserver a 
correct sequencing definition (monotonic behaviour).   

That is: A graph, 
 

)}(/),(,..1{ ixfiyiyixniG ===
                     (1) 

Database 
Contour 

Extraction 
HMM: Kernel 

of Fisher 

Classification: 
SVM Decision 

Fig. 2. Images of the 16 varieties of canariensis laurisilva 
considered for the present study. Images are presented 
regardless of size. 
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is the description of a function f if ordinate points 
nixi ..1, =  must be such that: 1..1,1 −=< + nixx ii . 

We consider then the border relation F as a union 
of piece like curves (graphs) preserving the 
monotonic behaviour criterion, i.e. 

U
Jj

jGF
∈

=
,    (2) 

where: JjFG j ∈∀⊆ ,  

            and }/),(,{ jjjj fyyxJG
jjj
=∈= αααα , 

For convenient sets of index J, Jj and restriction 

functions }|{| jij
Jxj ff ∈= αα , such that the next point 

following the last of Gj is the first one of Gj+1.  Gj 
graphs are correct fj functions descriptions. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Example of an F relation decomposed in graphs 
with a correct function description. 

 
Building the Gj sets is a very straightforward 

operation:  
• Beginning with a first point we include the next 

one of F.  
• As soon as this point doesn’t preserve monotonic 

behaviour we begin with a new Gj+1. 
• Processes stop when all F points are assigned. 

In order to avoid building Gj reduced to 
singletons, as show in figure 3 (G4 and G5) the 
original F relation may be simplified to preserve only 
the first point of constant x ordinate series.   

Afterwards, spreading of a constant number of 
points is done proportional to the length of the Gj and 
always setting in it is first one. 

The point’s choice criterion mentioned before 
allows, in two-dimensional interpolation, for taking 
account on points where reverse direction changes 
take place.  Irregularity, of the surface curve, is taken 
into account with a sufficient number of interpolating 
points, as done in the uniform spreading way. Results 
on table 1 allows for comparison between choice of 
control points with the criterion motioned before and 
the uniform one. Such results show the benefit of 
choosing control points with the monotonic criterion 
instead of the uniform one.  

 

 
In table 1, sizes are given in number of pixels. 

The 1-D interpolation has been perform using   359 
control points, with spline, lineal or closest 
interpolated point neighbourhood, depending  on the 
number of control points present in the decomposed 
curve (ie. each Gi). As a reference at 300 dpi a crayon 
free hand trace is about 5 to 6 points wide.   

Table 1 also shows size variability of the different 
varieties ranging in mean, between 981 pixels for 
class 14 to 3255 for class 8. With 359 points chosen 
with the monotonic criterion, all perimeter point 
vectors have a standard size and errors representation 
is negligible.   

Due to perimeter size variability inside a class, for 
example in class 15 ranging between 2115 points to 
4276 with a standard deviation of about 521,  coding 
of (x,y) control perimeter points have been 
transformed taking account for size independence.  

Considering the following definitions: 
Γ the set of n, a fixed number, of control 

points, )},(/{ ..1 iiini yxXX ==Γ =  Where (xi,yi) are point 
coordinates of control perimeter points.  

C0 the central point of the Γ  set:  
),)(/1(

..1 ..1
0 ∑ ∑

= =

=
ni ni

ii yxnC
, / Γ∈= niii yx ..1),( , 

)(),( 1010 ++ == iiiiii XCXangleXXCangle αβ  
angles defined for each interpolating points of Γ . An 
example is shown in figure 4.  

Sequences of (xi,yi) positional  points are then 
transformed in sequence of ( )ii βϕ ,  angular points.  

The choice of a starting and a central point 
accounts for scale and leaf orientation. Placement of 

01 2665.6  9.1474  2.0226 
02 1885.1067  3.5651  0.43655 
03 2657.68 11.0432  5.3732 
04 2845.8133 31.6506  2.8447 
05 1994.68  1.8569  0.42231 
06 2483.04  0.4425  0.71093 
07 2365.2667  9.711  0.68609 
08 3265.48  0.4753  0.49015 
09 2033.2267 19.7583  3.4516 
10 2258.2533  3.9345  2.4034 
11 1158.9867  5.4739  1.0286 
12 1934  1.3393  0.40771 
13 1183.4  1.2064  0.39012 
14  981.4  0.2752  0.23671 
15 3159.08 11.575  8.8491 
16 1973.3733 47.4766  6.6833 

G1 

G2 

G3 

G4 

G5 

F = G1∪ G2∪ G3∪ G4∪ G5 

Class Mean size
 Mean error 

Uniform  Monotonic 

Table 1. A comparative table of   mean error, obtained 
from a uniform criterion of control point selection and 
the monotonic way 
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both points sets the scale: its distance separation.  
Relative point positioning sets the orientation of the 
interpolating shape. Given a sequence of such angles: 

iα  and iβ , it’s then possible to reconstruct the 
interpolating shape of a leaf.  Geometrical properties 
of triangle similarities make such sequence size and 
orientation free. 

 

 
4   HMM: the Fisher kernel. 
A HMM is the representation of a system that, for 
each value that takes a variable t, called time, it is 
found in one and only one of N possible states and 
declares a certain value at the output. It can tell that a 
HMM carries associates two stochastic processes: 
one hidden (not observable directly) associate with 
the probability of transition between states; and 
another observable one, associate with the probability 
to obtain each one of the possible values at the 
output, and that depends on the state in which the 
system be found [2][4].  

A HMM is defined by: N number of states, M the 
number of different observations, A(N,N) is the 
probabilities matrix of transition from a state to 
another, π(N,1) is the vector of probabilities that the 
system begin in a state or another; and B(N,M) is the 
probabilities matrix of that being in each one of the 
possible states, it be produced each one of the 
possible observations [2][4]. 

They exists certain HMM called "from left to 
right" or Bakis, that are especially appropriate for the 
sequences. These Bakis HMM turn out to be 
especially adequate to shape the contour of the leaves 
because the transition through the states is produced 

in a unique direction, so that in the extent of time 
elapsing, the model advances for the states that we 
well expects. This provides, to this type of models, 
the ability to keep in mind the order in which the 
observations they are produced, as well as the 
temporary distance among the most representative 
changes.   

Finally, it is proposed the transformation that 
provides the HMM probabilities, relating to the 
approach of the Fisher score [6]. With this goal, it 
intends to unite the probability given by the HMM to 
the given discrimination of kernel of the SVM, whose 
tie of union is this Fisher score. This score calculates 
the gradient with respect to the parameters of HMM, 
in particular, on the probabilities of emission of a 
vector of data x, while it is found in a certain state 
q∈{1,..,N}, given by the matrix of symbol 
probability in state q (bq(x)), just as it is indicated in 
equation 3; 

 
(3) 

 
If it is realized the derivative of the logarithm of 

the above probability, with the purpose to calculate 
its gradient, it is obtained the kernel of Fisher, whose 
expression is given by [6]; 

 
 

(4) 
 

 

where in [6], it has been found approximations, 
and calculations for the above equation.  

Besides, ( )qx,ξ  represents the number of times, 
that it is localized in a state q, during the generation 
of a sequence, emitting a certain symbol x [4][6]. 

And ( )qξ  represents the number of times that has 
been in q during the process of generation of the 
sequence [4][6]. These values are obtained directly 
and of form effective, from the forward backward 
algorithm, applied to the HMM [4]. 

The application of this score (UX) to the SVM, 
comes given by the expression of the equation 4, 
utilizing the techniques of the natural gradient, from 
the following equation 4; 

 
(5) 

 
where UX define the direction of maximum slope 

of the logarithm of the probability to have a certain 
symbol in a state. 

 
 
 

Fig. 4. Example of an angular coding for a 30 control 
points selection. 

)(),/( xbqxP q=λ
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5   SVM Classification  
The reasons for choosing SVM are because it is a 
system based on geometric properties and that can 
use a great number of samples for training process.  

SVM works with a system bi-class, that is, only it 
is capable of discriminating between two different 
classes, therefore we have built a multiclass system. 
The basic idea consists of coaching the system to 
obtain two sets of vectors (in two dimensions 
correspond with points) that represent classes to 
differentiate. Subsequently, the separating hyperplane 
is calculated, H (in two dimensions is a straight line) 
between these two sets. The pertinent points al 
hyperplane should satisfy the following equation 
[7][12]:  

0=+⋅ bxw       (6) 
where: 

• w is normal to hyperplane 
• b/||w|| is the perpendicular distance from the 

hyperplane to origin  
• ||w|| is the Euclidean norma of w  
• b is the independent term 
• x a point conteined in the plane. 

Also other two hyperplanes are defined, H1: xi ·w 
+ b = 1 and H2:  xi ·w + b = -1, that are the ones that 
contain the vectors (or points) more nearby. These 
vectors receive the name of support vectors.  The 
distance between planes H1 and H2 is known like the 
margin. 

As already it has been commented, the support 
vector machines (SVM) are based on a system bi-
class, that is, only two classes are considered to the 
input of the classifier. Therefore, strategies have been 
developed, oriented to the classification by means of 
SVM in multiclass systems, it is defined as one front 
remainder [12]. 

In the SVM, it is calculated the separate between 
patterns, by means of the calculation of the natural 
distance among the score of two sequences X and Y 
(it generates H1 y H2) [12]; 

 
(7) 

 
where F is the information matrix of Fisher, and is 

equivalent to the matrix of covariance of the vectors 
UX and UY. 

Finally, different types of functions can be used 
for classify the Fisher kernel, particularly we are 
going to work with a lineal and gaussian kernel, 
although this last produces better discriminations 
among pattern, being shown this kernel in the 
following equation [12]; 

 
(8) 

6   Experiments and Results 
The experiments have been based on the parameters 
calculated of the detection of the contour. From these 
we have calculated different Fisher kernels, varying 
the number of states of the HMM, and using between 
the 5% and the 30% of the samples of our database.   

Each experiment has been repeated in five times, 
to eliminate peak rates. And therefore, the results are 
shown in average and standard deviation. In the 
following tables, the results obtained between 20 and 
80 states are shown. 

 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 7×10-7 99.51% ± 0.60 99.56% ± 0.66 
10 (8 hojas) 6×10-7 100% ± 0 100% ± 0 

15 (12 hojas) 7×10-7 100% ± 0 100% ± 0 
20 (15 hojas) 3×10-7 100% ± 0 100% ± 0 
25 (19 hojas) 1×10-7 99.87% ± 0.30 99.84% ± 0.29 
30 (23 hojas) 3×10-6 99.95 % ± 0.11 100% ± 0 

Table 2. Results from SVM using a HMM with 20 states. 
 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 2×10-7 99.35% ± 1.08 99.38% ± 1.00 
10 (8 hojas) 2×10-7 99.89% ± 0.12 99.92 %± 0.10 

15 (12 hojas) 7×10-7 99.98% ± 0.09 99.96% ± 0.04 
20 (15 hojas) 7×10-7 100% ± 0 100% ± 0 
25 (19 hojas) 9×10-8 100% ± 0 100% ± 0 
30 (23 hojas) 7×10-7 99.98% ± 0.05 99.98% ± 0.05 

Table 3. Results from SVM using a HMM with 30 states. 
 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 8×10-7 99.81 % ± 0.20 99.86% ± 0.15 
10 (8 hojas) 7×10-7 99.94% ± 0.08 99.96% ± 0.08 

15 (12 hojas) 7×10-7 99.94% ± 0.09 99.92% ± 0.08 
20 (15 hojas) 7×10-7 99.96% ± 0.09 99.96% ± 0.09 
25 (19 hojas) 8×10-7 100% ± 0 100% ± 0 
30 (23 hojas) 7×10-7 100% ± 0 100% ± 0 

Table 4. Results from SVM using a HMM with 40 states. 
 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 5. ×10-7 99.93% ± 0.11 99.93% ± 0.11 
10 (8 hojas) 7×10-7 99.90% ± 0.12 99.90% ± 0.12 

15 (12 hojas) 7×10-7 100% ± 0 100% ± 0 
20 (15 hojas) 5×10-7 99.96% ± 0.09 99.98% ± 0.05 
25 (19 hojas) 7×10-7 100% ± 0 100% ± 0 
30 (23 hojas) 5×10-7 100% ± 0 100% ± 0 

Table 5. Results from SVM using a HMM with 50 states. 
 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 5×10-7 99.98% ± 0.01 99.98% ± 0.01 
10 (8 hojas) 2×10-6 99.96% ± 0.05 99.98% ± 0.04 

15 (12 hojas) 7×10-7 99.,98% ± 0.04 100% ± 0 
20 (15 hojas) 7×10-7 100% ± 0 100% ± 0 
25 (19 hojas) 7×10-7 99.,98% ± 0.05 100% ± 0 
30 (23 hojas) 5×10-7 100% ± 0 100% ± 0 

Table 6. Results from SVM using a HMM with 60 states. 
 

)()(
2
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% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 4×10-7 99,91% ± 0,08 99.96% ± 0.05 
10 (8 hojas) 7×10-7 100% ± 0 100% ± 0 

15 (12 hojas) 7×10-7 99.98% ± 0.04 99.98% ± 0.04 
20 (15 hojas) 7×10-7 100% ± 0 100% ± 0 
25 (19 hojas) 7×10-7 100% ± 0 100% ± 0 
30 (23 hojas) 7×10-7 100% ± 0 100% ± 0 

Table 7. Results from SVM using a HMM with 70 states. 
 

% de training Value of 
g (RBF) Lineal RBF 

5 (4 hojas) 1×10-6 99.93% ± 0.07 99.95% ± 0.08 
10 (8 hojas) 7×10-7 100% ± 0 100% ± 0 

15 (12 hojas) 7×10-7 100% ± 0 100% ± 0 
20 (15 hojas) 7×10-7 99.94% ± 0.14 99.94% ± 0.14 
25 (19 hojas) 7×10-7 100% ± 0 100% ± 0 
30 (23 hojas) 7×10-7 100% ± 0 100% ± 0 

Table 8. Results from SVM using a HMM with 80 states. 
 
From the previous tables can be deduced that for a 

value of 70 states, already good results are found, for 
low percentages of samples used to train. Only 
training with 4 leaves (5% of the database) success 
rates upper than 99.9% (carrying out the test with 71 
remaining leaves) are obtained.  Therefore, using 70 
states in the HMM, it is a good value for the 
beginning of the operation of this system.   

Also it is observed that the result with the RBF 
kernel, leaves light improvements in the resulting 
rates. Besides with RBF, the optimum value of the 
variable “g” is always located environment to 10-7, 
for which shows its stability versus parameters to 
classify. 

 
 

7   Conclusion 
A novel and very strong system in the application of 
arboreal leaves has been created, by means of the use 
of the kernel of Fisher, leaving from the contours of 
the leaves, and being classified with a SVM, having 
success rates upper than 99.9%. 

The good results obtained, they cause they foretell 
the use of this technique in the field of the botany, 
and therefore, the power to facilitate the task to the 
biologists.   
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