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Abstract: – Channel simulators based on Rice’s sum-of-sinusoids are playing an important role in mobile fading channel modelling. However, the parameters of the sum-of-sinusoids have to be determined sophisticated to fully exploit the great potential that this powerful procedure has to offer. This paper provides a fundamental work on the stationary and ergodic properties of sum-of-sinusoids-based Rayleigh fading channel simulators. Altogether eight classes of Rayleigh fading channel simulators are introduced, where four of them are new. Each individual class is systematically investigated with respect to its stationary and ergodic properties. This allows us to establish general conditions under which the sum-of-sinusoids procedure results in a stationary and ergodic channel simulator. Moreover, with the help of the proposed classification scheme, several popular parameter computation methods are investigated concerning their usability to design efficient fading channel simulators. The treatment of the problem shows that if and only if the gains and frequencies are constant quantities and the phases are random variables, then the sum-of-sinusoids defines a stationary and ergodic stochastic process. For simplicity reasons, we restrict our investigations to Rayleigh fading channels, but the presented results are of general interest, wherever the principle of Rice’s sum-of-sinusoids is employed.
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1 Introduction
The sum-of-sinusoids principle was first introduced in Rice’s seminal work [1,2], as a method to model Gaussian noise processes with given temporal correlation properties. With the development of mobile communication systems, this principle became very popular, since it enables the design of efficient and flexible mobile fading channel simulators. However, when Rice’s original method is used to compute the model parameters, then the period of the resulting fading process is merely proportional to the number of sinusoids [3]. This is a serious drawback, because it prevents keeping the realization expenditure low. But fortunately, many alternative methods (e.g., [4–9]) have been developed to avoid this drawback.

In present days, the application of the sum-of-sinusoids principle ranges from the development of relatively simple time-variant Rayleigh fading channels [4,5,10] over frequency-selective channels [3, 6, 7, 13, 14] up to elaborated space-time narrowband [15,16] and wideband [17–20] channels. Further applications can be found in research areas dealing with the design of multiple cross-correlated [21] and multiple uncorrelated [9,22] Rayleigh fading channels. Such channel models are of special interest, e.g., in system performance studies of multiple-input multiple-output systems [23,24] and diversity schemes [25, Chap. 6], [26]. Moreover, it has been shown that the sum-of-sinusoids principle enables the design of fast fading channel simulators [27] and facilitates the development of perfect channel models [28]. A perfect channel model is a model, whose scattering function can perfectly be fitted to any given measured scattering function obtained from snap-shot measurements carried out in real-world environments. Finally, it should be mentioned that the sum-of-sinusoids principle has successfully been applied recently to the design of burst error models with excellent burst error statistics.
[29,30] and to the development of frequency hopping channel simulators [31,32].

Apart from the requirement that a sum-of-sinusoids-based channel simulator should have an (approximately) infinite period, several other performance criteria are also important. For example, it is of central importance to know the conditions under which a finite sum of harmonic functions with random parameters results in a stationary and ergodic channel simulator. The solution of this problem is the topic of the present paper. Here, general conditions are stated guaranteeing that the developed fading channel simulator is not only stationary but also ergodic. The primary task of a channel simulator is to generate waveforms or sample functions, the statistics of which is sufficiently close to the desired statistics of a given ideal and generally non-realizable theoretical stochastic channel model, called the reference model. If the channel simulator is ergodic, then each sample function contains the same statistical information. In this case, a single sample function is sufficient to characterize the channel, or, in other words, an averaging over several realizations of sample functions can be avoided. Thus, when ergodic channel simulators are used in system performance studies, the overall simulation time can be reduced drastically. For this reason, it is therefore important to know the conditions under which a sum-of-sinusoids results in an ergodic process.

Since a sum-of-sinusoids depends on three kinds of parameters (gains, frequencies, and phases), where each of which can be a collection of random variables or constants, there exists altogether eight classes of sum-of-sinusoids. Consequently, eight classes of Rayleigh fading channel simulators can be defined. To the best of the authors knowledge, four of them are completely new. In addition to that, one must confess that even for the known classes their stationary and ergodic properties are partly unknown or at least not well understood. The intention of this paper is to close these gaps. Here, the complete set of classes will be defined and systematically investigated with respect to their stationary and ergodic properties. We will see that if and only if the phases are random variables and the gains and frequencies are constant quantities, then the resulting channel simulator is stationary and ergodic. In all cases, where the frequencies are random variables, we obtain a stochastic channel simulator which is stationary but non-autocorrelation-ergodic. The worst case, however, is given when the gains are random variables and the other model parameters are constant. Then, a non-stationary channel simulator is obtained. For simplicity reasons, we focus our attention on Rayleigh fading, but the obtained results can directly be generalized to all kinds of channel simulators employing the principle of Rice’s sum-of-sinusoids.

The organization of the paper is as follows. Section 2 describes a non-realizable reference model defined by an infinite number of sinusoids. Limiting the number of sinusoids leads to the simulation models introduced in Section 3. Section 4 reviews briefly the characteristics of stationary and ergodic processes, and presents related performance criteria. Section 5 introduces eight classes of sum-of-sinusoids-based simulation models and investigates their stationary and ergodic properties. Section 6 applies the proposed concept to several parameter computation methods commonly used in practice. Finally, Section 7 draws the conclusion.

2 The Reference Model

For our purpose, it is sufficient to consider Rayleigh fading. A Rayleigh process, \( \zeta(t) \), is defined as

\[
\zeta(t) = |\mu_1(t) + j\mu_2(t)|
\]

where \( \mu_1(t) \) and \( \mu_2(t) \) are two statistically independent zero-mean real Gaussian processes, each with variance \( \sigma^2 \). \(^1\) Hence, the probability density function \( p_{\mu_i}(x) \) of \( \mu_i(t) \) \((i = 1, 2)\) is given by

\[
p_{\mu_i}(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}}, \quad x \in \mathbb{R}.
\]

According to Clarke’s \([33]\) popular two-dimensional isotropic scattering model, the autocorrelation function \( r_{\mu_i\mu_i}(\tau) \) of \( \mu_i(t) \) \((i = 1, 2)\) equals

\[
r_{\mu_i\mu_i}(\tau) = \sigma^2 J_0(2\pi f_{\text{max}} \tau)
\]

where \( J_0(\cdot) \) denotes the zeroth order Bessel function of the first kind, and \( f_{\text{max}} \) is the maximum

---

\(^1\)Throughout the paper, we use bold letters to indicate stochastic processes as well as random variables, and normal letters are used for sample functions and realizations (outcomes) of random variables.
Doppler frequency. The principle of Rice’s sum-of-sinusoids [1, 2] is based on a superposition of an infinite number of weighted sinusoids with equidistant frequencies and random phases. Using this principle, the Gaussian process \( \mu_i(t) \) can be modelled as

\[
\mu_i(t) = \lim_{N_i \to \infty} \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})
\]

where \( N_i \) denotes the number of sinusoids. According to Rice [1,2], the gains \( c_{i,n} \) and frequencies \( f_{i,n} \) in the expression above are given by

\[
c_{i,n} = 2\sqrt{\Delta f_i} S_{\mu_i\mu_i}(f_{i,n})
\]

and

\[
f_{i,n} = n\Delta f_i
\]

respectively, where \( i = 1, 2 \) and \( n = 1, 2, \ldots, N_i \). In (4), the phases \( \theta_{i,n} \) are assumed to be random variables having a uniform distribution in the interval \( (0, 2\pi] \). The quantity \( \Delta f_i \) appearing in (5) and (6) is chosen in such a way that the relevant one-sided frequency range is completely covered by (6). The symbol \( S_{\mu_i\mu_i}(f) \) in (5) denotes the Doppler power spectral density, which is defined as the Fourier transform of the autocorrelation function \( r_{\mu_i\mu_i}(\tau) \).

Since the number of sinusoids \( N_i \) in (4) is infinite, a software or hardware realization of \( \mu_i(t) \) does not exist. Nevertheless, the process \( \mu_i(t) \) in (4) is useful because it describes the stochastic reference model. In mobile fading channel modelling, a reference model is important for two reasons. First, the non-realizable stochastic reference model is the starting point for the derivation of a realizable stochastic (or deterministic) simulation model. And second, the reference model enables us to measure the performance of the resulting simulation model described in the next section.

### 3 Stochastic and Deterministic Simulation Models

Generally, simulation models for fading channels can be classified into two major classes, namely, stochastic and deterministic ones. By employing the sum-of-sinusoids principle, a realizable stochastic simulation model is obtained from (4) by using only a finite number of sinusoids \( N_i \). The underlying stochastic process will be denoted as

\[
\tilde{\mu}_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})
\]

where the gains \( c_{i,n} \) and frequencies \( f_{i,n} \) are still constants, and the phases \( \theta_{i,n} \) are again uniformly distributed random variables. A comparison with (4) shows directly that the stochastic process \( \tilde{\mu}_i(t) \) tends to the Gaussian process \( \mu_i(t) \) as \( N_i \to \infty \).

Now, we consider the phases \( \theta_{i,n} \) as outcomes (realizations) of a random generator with a uniform distribution in the interval \( (0, 2\pi] \). In this case, the phases \( \theta_{i,n} \) are real-valued constant quantities, and the stochastic process \( \tilde{\mu}_i(t) \) results in a sample function denoted by

\[
\hat{\mu}_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n}).
\]

Note that different realizations of the set \( \{\theta_{i,n}\} \) result in different sample functions \( \hat{\mu}_i(t) \). It should also be noted that the stochastic process \( \tilde{\mu}_i(t) \) can be interpreted as a family (or an ensemble) of sample functions, i.e.,

\[
\tilde{\mu}_i(t) = \{\hat{\mu}_i(t) \mid t \in \mathbb{R}\}
\]

where \( \mathbb{R} \) denotes the set of real numbers. A sample function is in general deterministic or nondeterministic. To stress that fact that the sample function \( \hat{\mu}_i(t) \) in (8) is completely deterministic, we call \( \hat{\mu}_i(t) \) a deterministic process. Such a process can easily be implemented on a hardware or software platform. The realization of a deterministic process \( \hat{\mu}_i(t) \) in form of a hardware system or a software program is called the deterministic simulation model.

Guided by the presentation in [34, pp. 373–374], the relationships between reference models, stochastic simulation models, and deterministic simulation models can be established as shown in Fig. 1.
4 Review of Stationary and Ergodic Processes

4.1 Stationarity

A stochastic process \( \hat{\mu}_i(t) \) is said to be first-order stationary (FOS) [34, p. 392] if \( \hat{\mu}_i(t) \) and \( \hat{\mu}_i(t+c) \) have the same statistics for any \( c \in \mathbb{R} \). The density of a FOS process is independent of time, i.e.,

\[
p_{\hat{\mu}_i}(x; t) = p_{\hat{\mu}_i}(x; t+c) \equiv p_{\hat{\mu}_i}(x)
\]

holds for all values of \( t \) and \( c \). This implies that the mean and the variance of \( \hat{\mu}_i(t) \) are independent of time as well.

A stochastic process \( \hat{\mu}_i(t) \) is said to be wide-sense stationary (WSS) [34, p. 388] if \( \hat{\mu}_i(t) \) satisfies the following two conditions:

(i) The mean of \( \hat{\mu}_i(t) \) is constant, i.e.,

\[
E(\hat{\mu}_i(t)) = m_{\hat{\mu}_i} = \text{const.}
\]

(ii) The autocorrelation function of \( \hat{\mu}_i(t) \) depends only on the time difference \( \tau = t_1 - t_2 \), i.e.,

\[
r_{\hat{\mu}_i}(t_1, t_2) = r_{\hat{\mu}_i}(t_1, t_2) = E\{\hat{\mu}_i(t_1)\hat{\mu}_i(t_2 + \tau)\}
\]

holds for all values of \( t_1 \) and \( t_2 \).

4.2 Ergodicity

A stochastic process \( \hat{\mu}_i(t) \) is said to be mean-ergodic if its ensemble average \( m_{\hat{\mu}_i} \) equals the time average \( \bar{m}_{\hat{\mu}_i} \) of \( \hat{\mu}_i(t) \), i.e.,

\[
m_{\hat{\mu}_i} = \bar{m}_{\hat{\mu}_i} := \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \hat{\mu}_i(t) \, dt.
\]

The stochastic process \( \hat{\mu}_i(t) \) is autocorrelation-ergodic if its autocorrelation function \( r_{\hat{\mu}_i}(\tau) \) equals the time autocorrelation function \( \tau_{\hat{\mu}_i}(\tau) \) of \( \hat{\mu}_i(t) \), i.e.,

\[
r_{\hat{\mu}_i}(\tau) = \tau_{\hat{\mu}_i}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \hat{\mu}_i(t) \hat{\mu}_i(t+\tau) \, dt.
\]
always WSS, since the mean \( m_{\tilde{\mu}_i} \) in (13) is constant and the autocorrelation function \( r_{\tilde{\mu}_i,\tilde{\mu}_i}(\tau) \) in (14) depends only on the time difference \( \tau = t_1 - t_2 \). On the other hand, however, a stationary process needs not to be ergodic [34].

5 Classification of Channel Simulators

For any given number \( N_t > 0 \), the sum-of-sinusoids depends on three types of parameters (gains, frequencies, and phases), each of which can be a collection of random variables or constants. However, at least one random variable is required to obtain a stochastic process \( \tilde{\mu}_i(t) \) — otherwise we get a deterministic process \( \tilde{\mu}_i(t) \) as it was pointed out in Fig. 1. Therefore, altogether \( 2^3 = 8 \) classes of sum-of-sinusoids-based simulation models for Rayleigh fading channels can be defined, seven of which are stochastic simulation models and one is completely deterministic. For example, one class of stochastic channel simulators is defined by postulating random values for the gains \( c_{i,n} \), frequencies \( f_{i,n} \), and phases \( \theta_{i,n} \).

The definition and analysis of the various classes of simulation models with respect to their stationary and ergodic properties will be the topic of this section.

Whenever the gains \( c_{i,1}, c_{i,2}, \ldots, c_{i,N_t} \) are random variables, we assume that they are independent identically distributed (i.i.d.). The same shall hold for the sequences of random frequencies \( f_{i,1}, f_{i,2}, \ldots, f_{i,N_t} \) and phases \( \theta_{i,1}, \theta_{i,2}, \ldots, \theta_{i,N_t} \). From a practical point of view, it is reasonable to assume that the gains \( c_{i,n} \), frequencies \( f_{i,n} \), and phases \( \theta_{i,n} \) are mutually independent. We will therefore impose the independence of the random variables \( c_{i,n}, f_{i,n}, \text{and } \theta_{i,n} \) on our model.

In cases, where the gains \( c_{i,n} \) and frequencies \( f_{i,n} \) are constant quantities, it is assumed that they are different from zero, so that \( c_{i,n} \neq 0 \) and \( f_{i,n} \neq 0 \) hold for all values of \( n = 1, 2, \ldots, N_t \) and \( i = 1, 2 \). We might also impose further constraints on the sum-of-sinusoids model. For example, we require that the absolute values of all frequencies, \( |f_{i,n}| \), are different, i.e., (i) \( |f_{i,1}| \neq |f_{i,2}| \neq \cdots \neq |f_{i,N_t}| \) for \( i = 1, 2 \) and (ii) \( \{f_{i,n}\}_{n=1}^{N_t} \cap \{f_{j,n}\}_{n=1}^{N_t} = \emptyset \), where \( \emptyset \) denotes the empty set. The former condition (i) is introduced as a measure to avoid intra-correlations, i.e., correlations within \( \tilde{\mu}_i(t) \) (\( i = 1, 2 \)), and the latter condition (ii) ensures that the cross-correlation (inter-correlation) of \( \tilde{\mu}_1(t) \) and \( \tilde{\mu}_2(t) \) is zero.

5.1 Class I Channel Simulators

The channel simulators of Class I are defined by the set of deterministic processes \( \mu_i(t) \) [see (8)] with constant gains \( c_{i,n} \), constant frequencies \( f_{i,n} \), and constant phases \( \theta_{i,n} \). Since all model parameters are constants, there is no meaning to examine the stationary and ergodic properties of this class of channel simulators. However, we will benefit from the investigation of the mean and the autocorrelation function of \( \mu_i(t) \).

Due to the fact that \( \mu_i(t) \) is a deterministic process, its mean \( \mu_{\mu_i} \) has to be determined by using time averages instead of statistical averages. Thus, substituting (8) in the right-hand side of (13) and taking into account that \( f_{i,n} \neq 0 \), we obtain

\[
\mu_{\mu_i} = 0.
\]

Hence, the deterministic process \( \mu_i(t) \) of the simulation model has the same mean value as the stochastic process \( \mu_i(t) \) of the reference model, i.e., \( \mu_{\mu_i} = m_{\mu_i} = 0 \).

Similarly, the autocorrelation function \( \tau_{\mu_i,\mu_i}(\tau) \) of \( \mu_i(t) \) has to be determined by using time averages. Substituting (8) in the right-hand side of (14) gives the autocorrelation function \( \tau_{\mu_i,\mu_i}(\tau) \) of \( \mu_i(t) \) in the following form [3]

\[
\tau_{\mu_i,\mu_i}(\tau) = \sum_{n=1}^{N_t} \frac{c_{i,n}^2}{2} \cos(2\pi f_{i,n} \tau).
\]

One should note that \( \tau_{\mu_i,\mu_i}(\tau) \) depends on the number of sinusoids \( N_t \), the gains \( c_{i,n} \), and the frequencies \( f_{i,n} \), but not on the phases \( \theta_{i,n} \). It is interesting to note that \( \tau_{\mu_i,\mu_i}(\tau) \) approaches \( r_{\mu_i,\mu_i}(\tau) \) as \( N_t \rightarrow \infty \), if the model parameters \( c_{i,n} \) and \( f_{i,n} \) are computed according to the method of exact Doppler spread [5].

5.2 Class II Channel Simulators

The channel simulators of Class II are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with constant gains \( c_{i,n} \), constant frequencies \( f_{i,n} \), and random phases \( \theta_{i,n} \), which are uniformly distributed in the interval \( (0, 2\pi] \). In this case, the stochastic process \( \tilde{\mu}_i(t) \) has exactly the same form as in (7).
The distribution of a sum-of-sinusoids with random phases has first been studied in [35], where it was shown that the first-order density \( p_{\tilde{\mu}}(x) \) of \( \tilde{\mu}_i(t) \) is given by

\[
p_{\tilde{\mu}}(x) = 2 \int_0^\infty \prod_{n=1}^{N_i} J_0(2\pi c_{i,n} \nu) \cos(2\pi \nu x) \, d\nu.
\]

Note that (17) is independent of time and depends only on the number of sinusoids \( N_i \) and the gains \( c_{i,n} \). If all gains are equal to \( c_{i,n} = \sigma_0 \sqrt{2/N_i} \), then it follows from the central limit theorem of Lindberg-Lévy that the density \( p_{\tilde{\mu}}(x) \) in (17) approaches to the Gaussian density \( p_{\tilde{\mu}}(x) \) introduced in (2) if \( N_i \) tends to infinity, i.e., \( p_{\tilde{\mu}}(x) \rightarrow p_{\tilde{\mu}}(x) \) as \( N_i \rightarrow \infty \). However, it is widely accepted that the approximation \( p_{\tilde{\mu}}(x) \approx p_{\tilde{\mu}}(x) \) is sufficiently good if \( N_i \geq 7 \).

From (7), it follows that the mean \( \tilde{m}_{\tilde{\mu}} \) of \( \tilde{\mu}_i(t) \) is constant and equal to 0, because

\[
\tilde{m}_{\tilde{\mu}} = E\{\tilde{\mu}_i(t)\} = \sum_{n=1}^{N_i} c_{i,n} E\{\cos(2\pi f_{i,n} t + \theta_{i,n})\} = 0.
\]

Substituting (7) in (12) results in the autocorrelation function

\[
r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = \sum_{n=1}^{N_i} c_{i,n}^2 \cos(2\pi f_{i,n} \tau)
\]

which is a function of \( \tau = t_1 - t_2 \).

From (17)–(19), we may conclude that \( \tilde{\mu}_i(t) \) is both FOS and WSS, because the first-order density \( p_{\tilde{\mu}}(x) \) is independent of time and the conditions (i)–(ii) [see (11)–(12)] are fulfilled. For a specific realization of the random phases \( \theta_{i,n} \), it follows from Fig. 1 that the stochastic process \( \tilde{\mu}_i(t) \) results in a deterministic process (sample function) \( \tilde{\mu}_i(t) \). In other words, the Class I is a subset of the Class II. We realize that the identity \( \tilde{m}_{\tilde{\mu}} = \tilde{m}_{\tilde{\mu}_i} \) holds, which states with reference to (13) that \( \tilde{\mu}_i(t) \) is mean-ergodic. A comparison of (19) and (16) shows that \( \tilde{\mu}_i(t) \) is also autocorrelation-ergodic, since the criterion \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \) [see (14)] is fulfilled.

5.3 Class III Channel Simulators
The channel simulators of Class III are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with constant gains \( c_{i,n} \), random frequencies \( f_{i,n} \), and constant phases \( \theta_{i,n} \), i.e.,

\[
\tilde{\mu}_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n}).
\]

Independent of a given specific distribution of \( f_{i,n} \), it is shown in Appendix A that the probability density function \( p_{\tilde{\mu}_i}(x) \) of \( \tilde{\mu}_i(t) \) is given by

\[
p_{\tilde{\mu}_i}(x; t) = \int_{-\infty}^{\infty} \prod_{n=1}^{N_i} J_0(2\pi c_{i,n} \nu) e^{j2\pi \nu x - j2\pi \nu x} d\nu
\]

where

\[
p_{\tilde{\mu}_i}(y; t_0) = \begin{cases} \infty \prod_{k=-\infty}^{\infty} p_f(x_k) \frac{2\pi|t_0 c_{i,n}|}{\sqrt{1 - \left(\frac{y}{c_{i,n}}\right)^2}}, & |y| < c_{i,n} \\ 0, & |y| \geq c_{i,n}. \end{cases}
\]

In the expression above, \( p_f(\cdot) \) denotes the common density of the frequencies \( f_{i,n} \) and the \( x_k \)'s are the solutions of the equation \( y = c_{i,n} \cos(2\pi x t_0 + \theta_{i,n}) \). The result in (21) demonstrates that \( p_{\tilde{\mu}_i}(x; t) \) is a function of time. Consequently, the stochastic process \( \tilde{\mu}_i(t) \) is in general not FOS. However, it is also shown in Appendix A that \( p_{\tilde{\mu}_i}(x; t) \) becomes independent of \( t \) if \( t \) approaches to \( \pm \infty \). In this case, the density in (21) can be simplified to

\[
p_{\tilde{\mu}_i}(x) \rightarrow 2 \int_0^\infty \prod_{n=1}^{N_i} J_0(2\pi c_{i,n} \nu) \cos(2\pi \nu x) d\nu
\]

as \( t \rightarrow \pm \infty \).

Note that this expression equals the density of the Class II channel simulators, as can immediately be seen by comparing (23) with (17). With regard to practical implications, we may conclude from (23) that a Class III channel simulator behaves approximately like a quasi FOS channel simulator if \( t \) is sufficiently large.

To be more specific, we apply the Monte Carlo method [6, 7] in order to compute the model parameters \( c_{i,n} \) and \( f_{i,n} \). According to this method, the gains \( c_{i,n} \) and frequencies \( f_{i,n} \) are given by

\[
c_{i,n} = \sigma_0 \sqrt{\frac{2}{N_i}} \quad \text{and} \quad f_{i,n} = f_{\max} \sin(\pi u_{i,n})
\]

The channel simulators of Class III are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with constant gains \( c_{i,n} \), random frequencies \( f_{i,n} \), and constant phases \( \theta_{i,n} \), i.e.,
respectively, where \( \mathbf{u}_{i,n} \) is a random variable which is uniformly distributed in the interval \([0, 1]\). For the phases \( \theta_{i,n} \), we still assume that they are constant quantities.

By taking into account that the gains \( c_{i,n} \) and phases \( \theta_{i,n} \) are constant quantities, the mean \( m_{\tilde{\mu}_i}(t) \) of \( \tilde{\mu}_i(t) \) is obtained by computing the statistical average of (20) with respect to the random characteristics of the frequencies \( \mathbf{f}_{i,n} \). Thus, we obtain

\[
m_{\tilde{\mu}_i}(t) = E \{ \tilde{\mu}_i(t) \} = \sum_{n=1}^{N_i} c_{i,n} E \{ \cos(2\pi \mathbf{f}_{i,n} t + \theta_{i,n}) \}
= 2\sigma_0 J_0(2\pi f_{\text{max}} t) \sqrt{\frac{\pi}{N_i}} \sum_{n=1}^{N_i} \cos(\theta_{i,n})
\]

where we have used the integral representation of the zeroth order Bessel function of the first kind \( J_0(\cdot) \) in [36, Eq. (9.1.18)]. Obviously, the mean \( m_{\tilde{\mu}_i}(t) \) changes generally with time. To avoid this, we impose the boundary condition \( \sum_{n=1}^{N_i} \cos(\theta_{i,n}) = 0 \) on the phases \( \theta_{i,n} \) of the Class III channel simulators. In this case, the mean of \( \tilde{\mu}_i(t) \) is not only constant but also equal to zero, i.e., \( m_{\tilde{\mu}_i} = 0 \).

In general, the autocorrelation function \( r_{\tilde{\mu}_i,\tilde{\mu}_i}(t_1, t_2) \) of \( \tilde{\mu}_i(t) \) is not only a function of the time difference \( \tau = t_1 - t_2 \), because

\[
r_{\tilde{\mu}_i,\tilde{\mu}_i}(t_1, t_2) = E \{ \tilde{\mu}_i(t_1) \tilde{\mu}_i(t_2) \}
= \sigma_0^2 J_0(2\pi f_{\text{max}} t_1) J_0(2\pi f_{\text{max}} t_2)
\cdot \frac{2}{N_i} \sum_{n=1}^{N_i} \sum_{m=1 \atop m \neq n}^{N_i} \cos(\theta_{i,n}) \cos(\theta_{i,m})
\cdot \cos(\theta_{i,n}) \cos(\theta_{i,m})
\]

Alternatively, the expression in (29) can be derived by using the result of Example 9-14 in [34, pp. 391–392]. Independent of a specific distribution of \( \mathbf{f}_{i,n} \), we can say that \( \tilde{\mu}_i(t) \) is FOS and WSS, since the density \( p_{\tilde{\mu}_i}(x) \) of \( \tilde{\mu}_i(t) \) is still given by (17). Also the mean \( m_{\tilde{\mu}_i} \) is equal to zero, and, thus, identical to (18). But the autocorrelation function \( r_{\tilde{\mu}_i,\tilde{\mu}_i}(\tau) \) in (19) has to be averaged with respect to the distribution of the frequencies \( \mathbf{f}_{i,n} \), i.e.,

\[
r_{\tilde{\mu}_i,\tilde{\mu}_i}(\tau) = \frac{1}{N_i} \sum_{n=1}^{N_i} c_{i,n}^2 \cos(2\pi \mathbf{f}_{i,n} \tau)
= \sum_{n=1}^{N_i} c_{i,n}^2 E \{ \cos(2\pi \mathbf{f}_{i,n} \tau) \}.
\]

5.4 Class IV Channel Simulators

The channel simulators of Class IV are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with constant gains \( c_{i,n} \), random frequencies \( \mathbf{f}_{i,n} \), and random phases \( \theta_{i,n} \), which are uniformly distributed in the interval \([0, 2\pi]\). Thus, the stochastic processes \( \tilde{\mu}_i(t) \) has the following form

\[
\tilde{\mu}_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi \mathbf{f}_{i,n} t + \theta_{i,n}).
\]

The assumption that the frequencies \( \mathbf{f}_{i,n} \) are random variables has no effect on the density \( p_{\tilde{\mu}_i}(x) \) in (17). Hence, the density \( p_{\tilde{\mu}_i}(x) \) of \( \tilde{\mu}_i(t) \) is still given by (17). Also the mean \( m_{\tilde{\mu}_i} \) is equal to zero, and, thus, identical to (18). But the autocorrelation function \( r_{\tilde{\mu}_i,\tilde{\mu}_i}(\tau) \) in (19) has to be averaged with respect to the distribution of the frequencies \( \mathbf{f}_{i,n} \), i.e.,

\[
r_{\tilde{\mu}_i,\tilde{\mu}_i}(\tau) = \frac{1}{N_i} \sum_{n=1}^{N_i} c_{i,n}^2 E \{ \cos(2\pi \mathbf{f}_{i,n} \tau) \}.
\]
the gains $c_{i,n}$ and frequencies $f_{i,n}$ are given by (24a) and (24b), respectively. Using these equations in (29) results in

$$r_{\mu_i,\mu_i}(\tau) = \sigma_i^2 J_0(2\pi f_{\text{max}} \tau).$$

(30)

Obviously, the autocorrelation function $r_{\mu_i,\mu_i}(\tau)$ of the stochastic simulation model is identical to the autocorrelation function $r_{\mu_i,\mu_i}(\tau)$ of the reference model described by (3). However, a comparison of (30) and (16) shows that $r_{\mu_i,\mu_i}(\tau) \neq \tau_{\mu_i,\mu_i}(\tau)$. Thus, the stochastic processes $\mu_i(t)$ of the Class IV channel simulators are non-autocorrelation ergodic. Recall that this is also the case for the channel simulators of Class III.

5.5 Class V Channel Simulators

The channel simulators of Class V are defined by the set of stochastic processes $\mu_i(t)$ with random gains $c_{i,n}$, constant frequencies $f_{i,n}$, and constant phases $\theta_{i,n}$, i.e.,

$$\mu_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n}).$$

(31)

The derivation of the density $p_{\mu_i}(x; t)$ of $\mu_i(t)$ is similar to the procedure described in Appendix A. For reasons of brevity, we only present here the final result, which can be read as follows

$$p_{\mu_i}(x; t) = \int_{-\infty}^{\infty} \prod_{n=1}^{N_i} \int_{-\infty}^{\infty} p_c(y) e^{j2\pi y \nu \cos(2\pi f_{i,n} t + \theta_{i,n})} \cdot dy \cdot e^{-j2\pi x \nu} d\nu$$

(32)

where $p_c(\cdot)$ denotes the common density function of the gains $c_{i,n}$. The above expression can be interpreted as follows. The inner integral represents the characteristic function of a single sinusoid $\mu_i(t) = c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})$, where the gains $c_{i,n}$ are i.i.d. random variables described by the density $p_c(\cdot)$. The product form of the characteristic function $\Psi_{\mu_i}(\nu)$ of the sum-of-sinusoids $\mu_i(t)$ is a result of (31), and the outer integral represents the inverse transform of $\Psi_{\mu_i}(\nu)$. From (32), we realize that the density $p_{\mu_i}(x; t)$ is a function of time. Hence, the stochastic process $\mu_i(t)$ is not FOS.

In the following, we impose on the stochastic channel simulator the condition that the gains $c_{i,n}$ are i.i.d. random variables with zero mean and variance $\sigma_i^2$, i.e., $E\{c_{i,n}\} = 0$ and $\text{Var}\{c_{i,n}\} = E\{c_{i,n}^2\} = \sigma_i^2$. Then, the mean of $\mu_i(t)$ is constant and equal to zero, because

$$m_{\mu_i} = E\{\mu_i(t)\} = 0.$$ 

The autocorrelation function $r_{\mu_i,\mu_i}(t_1, t_2)$ of $\mu_i(t)$ is obtained by substituting (31) in (12). Taking into account that the gains $c_{1,i}, c_{2,i}, \ldots, c_{N_i,i}$ are i.i.d. random variables of zero mean, we find

$$r_{\mu_i,\mu_i}(t_1, t_2) = \frac{\sigma_i^2}{2} \sum_{n=1}^{N_i} \left[ \cos(2\pi f_{i,n}(t_1 - t_2)) + \cos(2\pi f_{i,n}(t_1 + t_2) + 2\theta_{i,n}) \right].$$

(34)

Without imposing any specific distribution on $c_{i,n}$, we can realize that $r_{\mu_i,\mu_i}(t_1, t_2)$ is not only a function of $\tau = t_1 - t_2$ but also of $t_1 + t_2$. Hence, $\mu_i(t)$ is not even WSS. The condition $m_{\mu_i} = m_{\mu_i}$ is fulfilled if $E\{c_{i,n}\} = 0$, so that $\mu_i(t)$ is mean-ergodic. A comparison of (34) and (16) shows that $r_{\mu_i,\mu_i}(\tau) \neq \tau_{\mu_i,\mu_i}(\tau)$. Therefore, the stochastic process $\mu_i(t)$ is non-autocorrelation-ergodic.

In the following, we study the density $p_{\mu_i}(x; t)$ in (32) for three specific distributions $p_c(y)$ of the gains $c_{i,n}$.

Case 1: In the first case, we derive the distribution of $\mu_i(t)$ under the condition that the gains are given by (24a), i.e., the gains $c_{i,n}$ are no random variables anymore but constant quantities. This implies that the density function of $c_{i,n}$ is equal to

$$p_c(y) = \delta(y - c_{i,n})$$

(35)

where $\delta(\cdot)$ being the delta function and $c_{i,n} =$
\[ \sigma_0 \sqrt{2/N_i}. \] Inserting (35) in (32) gives us
\[
p_{\tilde{\mu}_i}(x; t) = \int_{-\infty}^{\infty} \left[ \prod_{n=1}^{N_i} e^{i 2 \pi \nu c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})} \right] \cdot e^{-j 2 \pi \nu x} d\nu \\
= \int_{-\infty}^{\infty} e^{j 2 \pi \nu \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})} \cdot e^{-j 2 \pi \nu x} d\nu \\
= \int_{-\infty}^{\infty} e^{-j 2 \pi \nu (x - \tilde{\mu}_i(t))} d\nu \\
= \delta(x - \tilde{\mu}_i(t)). \] (36)

This result describes the instantaneous density of the deterministic process \( \tilde{\mu}_i(t) \).

**Case 2:** In the second case, we assume that the gains \( c_{i,n} \) are given by \( c_{i,n} = \sin(2\pi u_{i,n}) \), where \( u_{i,n} \) denotes again a random variable with a uniform distribution in the interval \((0, 1)\). Here, the gains are allowed to take on negative values. Typically, gains are positive, with the negative sign being attributed to a phase in the interval \((0, 2\pi)\). From a transformation of random variables [34], we find the density \( p_c(y) \) of \( \zeta_{i,n} \) in the form
\[
p_c(y) = \begin{cases} 
\frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{1 - y^2}} & |y| < 1 \\
0 & |y| \geq 1.
\end{cases} \] (37)

The equation above defines the well-known bathtub shape, like the classical Doppler spectrum for Clarke’s isotropic scattering model. This is not surprising, as the definition of the gains is closely related to the Doppler frequencies of the isotropic scattering model. Substituting (37) in (32) and solving the inner integral by using [36, Eq. (7.4.6)] enables us to express the first-order density of \( \tilde{\mu}_i(t) \) as
\[
p_{\tilde{\mu}_i}(x; t) = 2 \int_0^\infty \left[ \prod_{n=1}^{N_i} J_0(2\pi \cos(2\pi f_{i,n} t + \theta_{i,n})) \right] \cdot e^{-j 2 \pi \nu x} d\nu. \] (38)

Note that (38) is identical to the density function in (17), when substituting the quantities \( c_{i,n} \) by \( \cos(2\pi f_{i,n} t + \theta_{i,n}) \).

Case 3: Finally, we consider the gains \( c_{i,n} \) as independent Gaussian distributed random variables, each with zero mean and variance \( \sigma_c^2 \), i.e.,
\[
p_c(y) = \frac{1}{\sqrt{2\pi \sigma_c}} e^{-\frac{y^2}{2\sigma_c^2}}. \] (39)

Then, after substituting (39) in (32) and using [36, Eq. (7.4.6)], we get the following density function \( p_{\tilde{\mu}_i}(x; t) \) of \( \tilde{\mu}_i(t) \)
\[
p_{\tilde{\mu}_i}(x; t) = \int_{-\infty}^{\infty} \left[ \prod_{n=1}^{N_i} \frac{2}{\sqrt{2\pi \sigma_c}} \int_0^\infty \cdot e^{-y^2/(2\sigma_c^2)} \right.
\cdot \cos[2\pi \nu \cos(2\pi f_{i,n} t + \theta_{i,n})] dy \}
\cdot e^{-j 2 \pi \nu x} d\nu \\
= \int_0^\infty \left[ \prod_{n=1}^{N_i} e^{-2(\pi \sigma_c \nu \cos(2\pi f_{i,n} t + \theta_{i,n}))} \right]
\cdot \cos(2\pi \nu x) d\nu \\
= \int_0^\infty \left[ e^{-2(\pi \sigma_c \nu^2 \cos(2\pi f_{i,n} t + \theta_{i,n}))} \right] \cdot \cos(2\pi \nu x) d\nu. \] (40)

The remaining integral in the above expression can be solved analytically by using [36, Eq. (7.4.6)] once again. This enables us to express \( p_{\tilde{\mu}_i}(x; t) \) in the following closed form
\[
p_{\tilde{\mu}_i}(x; t) = \frac{1}{\sqrt{2\pi \sigma(t)}} e^{-\frac{x^2}{2\sigma^2(t)}} \] (41)
where \( \sigma(t) = \sigma_c \sqrt{\sum_{n=1}^{N_i} \cos^2(2\pi f_{i,n} t + \theta_{i,n})} \). The result in (41) reveals that the stochastic process \( \tilde{\mu}_i(t) \) behaves like a zero-mean Gaussian process with a time-variant variance \( \sigma^2(t) = \sigma_c^2 \sum_{n=1}^{N_i} \cos^2(2\pi f_{i,n} t + \theta_{i,n}) \). Note that the frequencies \( f_{i,n} \) determine the rate of change of the time-variant variance \( \sigma^2(t) \), and that its time average, denoted by \( \bar{\sigma}^2 \), equals \( \bar{\sigma}^2 = N_i \sigma_c^2/2 \).

5.6 Class VI Channel Simulators
The channel simulators of Class VI are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with random gains \( c_{i,n} \), constant frequencies \( f_{i,n} \), and random phases \( \theta_{i,n} \) with a uniform distribution in the in-
By taking into account that random variables $\xi_i$ and $\theta_i$ are independent, it is shown in Appendix B that the density $p_{\tilde{\mu}}(x)$ of $\tilde{\mu}(t)$ can be expressed as

$$p_{\tilde{\mu}}(x) = 2 \int_0^\infty \left[ \int_0^\infty p_c(y)J_0(2\pi y\nu) \, dy \right] \frac{N_i}{\sigma^2_c + m_c^2} \cos(2\pi f_i nt + \theta_i) \, d\nu$$

(43)

where $p_c(\cdot)$ denotes again the density function of the gains $c_i$.

The mean $m_{\tilde{\mu}}$ of $\tilde{\mu}(t)$ is obtained as follows

$$m_{\tilde{\mu}} = E\{\tilde{\mu}(t)\} = E\left\{ \sum_{i=1}^{N_i} c_i \cos(2\pi f_i nt + \theta_i) \right\} = \sum_{i=1}^{N_i} E\{c_i\} E\{\cos(2\pi f_i nt + \theta_i)\} = 0$$

(44)

where we have made use of the fact that $E\{\cos(2\pi f_i nt + \theta_i)\} = 0$.

The autocorrelation function $r_{\tilde{\mu},\tilde{\mu}}(\tau)$ of $\tilde{\mu}(t)$ is obtained by averaging $r_{\tilde{\mu},\tilde{\mu}}(\tau)$ according to (19) with respect to the distribution of the gains $c_i$, i.e.,

$$r_{\tilde{\mu},\tilde{\mu}}(\tau) = \sum_{i=1}^{N_i} \frac{E\{c_i^2\}}{2} \cos(2\pi f_i n\tau)$$

$$= \frac{\sigma^2_c + m_c^2}{2} \sum_{i=1}^{N_i} \cos(2\pi f_i n\tau)$$

(45)

where $\sigma^2_c$ and $m_c$ are the variance and the mean of $c_i$, respectively. Since the conditions in (10)–(12) are fulfilled, we have proved that $\tilde{\mu}(t)$ is a FOS and WSS process. Also the condition $m_{\tilde{\mu}} = \overline{m}_{\tilde{\mu}}$ is fulfilled, so that $\tilde{\mu}(t)$ is mean-ergodic. Without imposing any specific distribution on $c_i$, we can say that the autocorrelation function $r_{\tilde{\mu},\tilde{\mu}}(\tau)$ of the stochastic process $\tilde{\mu}(t)$ is different from the autocorrelation function $r_{\tilde{\mu},\tilde{\mu}}(\tau)$ of a sample function $\tilde{\mu}(t)$, i.e., $r_{\tilde{\mu},\tilde{\mu}}(\tau) \neq r_{\tilde{\mu},\tilde{\mu}}(\tau)$. In this context, the process $\tilde{\mu}(t)$ is in general non-autocorrelation-ergodic.

5.7 Class VII Channel Simulators

This class of channel simulators involves all stochastic processes $\tilde{\mu}(t)$ with random gains $c_i$, random frequencies $f_i$, and constant phases $\theta_i$, i.e.,

$$\tilde{\mu}(t) = \sum_{i=1}^{N_i} c_i \cos(2\pi f_i nt + \theta_i)$$

(46)

where, with regards to practical situations, it is assumed that the gains $c_i$ and frequencies $f_i$ are independent, as stated above.

To find the density $p_{\tilde{\mu}}(x)$ of the Class VII channel simulators, we consider—for reasons of simplicity—the case $t \rightarrow \pm \infty$ and we exploit the fact that the density of the Class III channel simulators can be considered as the conditional density $p_{\tilde{\mu}}(x|c_i = c_i)$ is finite, then we have to repeat the calculation of a sample function $\tilde{\mu}(t)$ is in FOS.

The mean $m_{\tilde{\mu}}(t)$ of $\tilde{\mu}(t)$ is obtained as follows

$$m_{\tilde{\mu}} = E\{\tilde{\mu}(t)\} = E\left\{ \sum_{i=1}^{N_i} c_i \cos(2\pi f_i nt + \theta_i) \right\} = \sum_{i=1}^{N_i} E\{c_i\} E\{\cos(2\pi f_i nt + \theta_i)\} = 0$$

(47)

Note that this result is identical to the density in (43). If $t$ is finite, then we have to repeat the above procedure by using (23) instead of (21). In this case, it turns out that the density $p_{\tilde{\mu}}(x; t)$ depends on time $t$, so that $\tilde{\mu}(t)$ is not FOS.
where \( m_c \) denotes the mean value of the i.i.d. random variables \( c_{i,n} \). Hence, \( m_{\tilde{\mu}}(t) \) is only zero, if \( m_c = 0 \) and/or the distribution of the random frequencies \( f_{i,n} \) is such that \( \sum_{n=1}^{N_i} E\{\cos(2\pi f_{i,n}t + \theta_{i,n})\} \) can be forced to zero. The latter condition is fulfilled, if the distribution of \( f_{i,n} \) is an even function and if \( \sum_{n=1}^{N_i} \cos(\theta_{i,n}) = 0 \). Note that this statement has also been made below (25).

The autocorrelation function \( r_{\tilde{\mu}_i\tilde{\mu}_i}(t_1,t_2) \) of a Class VII channel simulator is obtained by averaging the right-hand side of (34) with respect to \( f_{i,n} \), i.e.,

\[
r_{\tilde{\mu}_i\tilde{\mu}_i}(t_1,t_2) = \frac{\sigma^2_c}{2} \sum_{n=1}^{N_i} E\{\cos(2\pi f_{i,n}(t_1 - t_2))\} + E\{\cos(2\pi f_{i,n}(t_1 + t_2) + 2\theta_{i,n})]\,
\]

where \( \sigma^2_c \) denotes the variance of \( c_{i,n} \). Obviously, the autocorrelation function \( r_{\tilde{\mu}_i\tilde{\mu}_i}(t_1,t_2) \) depends on \( t_1 - t_2 \) and \( t_1 + t_2 \). However, if the conditions: (i) \( E\{c_{i,n}\} = m_c = 0 \), (ii) the density of \( f_{i,n} \) is even, and (iii) \( \sum_{n=1}^{N_i} \cos(2\theta_{i,n}) = 0 \) are fulfilled, then \( r_{\tilde{\mu}_i\tilde{\mu}_i}(t_1,t_2) \) is only a function of \( \tau = t_1 - t_2 \). In this case, we obtain

\[
r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = \frac{\sigma^2_c}{2} \sum_{n=1}^{N_i} E\{\cos(2\pi f_{i,n}\tau)\}. \tag{50}
\]

Now, let \( f_{i,n} \) be given by (24b) and \( \sigma^2_c = 2\sigma^2_0/N_i \). Then the autocorrelation function \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \) in (50) equals the autocorrelation function \( r_{\mu_i\mu_i}(\tau) \) of the reference model in (3), i.e.,

\[
r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = \sigma^2_c J_0(2\pi f_{\text{max}}\tau). \tag{51}
\]

From the investigations in this subsection, it turns out that \( \tilde{\mu}_i(t) \) is WSS and mean-ergodic, if the above mentioned boundary conditions are fulfilled. If the boundary conditions are fulfilled and \( t \rightarrow \pm \infty \), then \( \tilde{\mu}_i(t) \) tends to a FOS process. In no case, the stochastic process \( \tilde{\mu}_i(t) \) is autocorrelation-ergodic, since the condition \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = \tau_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \) is violated.

### 5.8 Class VIII Channel Simulators

The Class VIII channel simulators are defined by the set of stochastic processes \( \tilde{\mu}_i(t) \) with random gains \( c_{i,n} \), random frequencies \( f_{i,n} \), and random phases \( \theta_{i,n} \), which are uniformly distributed in the interval \( (0, 2\pi] \). In this case, the stochastic process \( \tilde{\mu}_i(t) \) is of type

\[
\tilde{\mu}_i(t) = \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n}t + \theta_{i,n}) \tag{52}
\]

where it is assumed that all random variables are statistically independent.

Concerning the density function \( p_{\tilde{\mu}_i}(x) \), we can resort to the result in (43), which was obtained for a sum-of-sinusoids with random gains \( c_{i,n} \) and random phases \( \theta_{i,n} \). This result is still valid, because the random behavior of the frequencies \( f_{i,n} \) has no influence on \( p_{\tilde{\mu}_i}(x) \) in (43). Also the mean \( \tilde{m}_{\tilde{\mu}_i} \) is identical to (18), i.e., \( \tilde{m}_{\tilde{\mu}_i} = 0 \). To ease the derivation of the autocorrelation function \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \) of \( \tilde{\mu}_i(t) \), we average \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \) in (19) with respect to the distributions of \( c_{i,n} \) and \( f_{i,n} \). This results in

\[
r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) = \frac{\sigma^2_c + \sigma^2_f}{2} \sum_{n=1}^{N_i} E\{\cos(2\pi f_{i,n}\tau)\}. \tag{53}
\]

Without assuming any specific distribution of \( c_{i,n} \) and \( f_{i,n} \), we can say that \( \tilde{\mu}_i(t) \) is both FOS and WSS, since the conditions in (10)–(12) are fulfilled. Also, we can easily see that the condition \( \tilde{m}_{\tilde{\mu}_i} = \tilde{m}_{\tilde{\mu}_i} \) is fulfilled, proving the fact that \( \tilde{\mu}_i(t) \) is mean-ergodic. But \( \tilde{\mu}_i(t) \) is non-autocorrelation-ergodic, since \( r_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \neq \tau_{\tilde{\mu}_i\tilde{\mu}_i}(\tau) \).

### 6 Application to Parameter Computation Methods

For any given number \( N_i > 0 \), we have seen that the sum-of-sinusoids depends on three types of parameters (gains, frequencies, and phases), each of which can be a random variable or a constant. However, at least one random variable is required to obtain a stochastic process \( \tilde{\mu}_i(t) \)—otherwise the sum-of-sinusoids defines a deterministic process \( \tilde{\mu}_i(t) \). From the discussions in Section 5, it is obvious that altogether \( 2^3 - 1 = 7 \) classes of stochastic Rayleigh fading channel simulators and one class of deterministic Rayleigh fading channel simulators can be defined. The analysis of the various classes with respect to their stationary and ergodic properties has been given in the previous section. The results are summarized in Table I. This table illustrates also the relationships between the eight classes of simulators. For
example, the Class VIII simulator is a superset of all the other classes and a Class I simulator can belong to any of the other classes. To the best of the authors knowledge, the Classes III, V, VI, and VII have never been introduced before. The new Class VI—and under certain conditions also the new Classes III and VII—have the same stationary and ergodic properties as the well-known Class IV, which is often used in practice.

Table 1

<table>
<thead>
<tr>
<th>Class</th>
<th>Gains $c_{i,n}$</th>
<th>Frequ. $f_{i,n}$</th>
<th>Phases $\theta_{i,n}$</th>
<th>First-order stat.</th>
<th>Wide-sense stat.</th>
<th>Mean-erg.</th>
<th>Auto-erg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>const</td>
<td>const</td>
<td>const</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>II</td>
<td>const</td>
<td>const</td>
<td>RV</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>III</td>
<td>const</td>
<td>RV</td>
<td>const</td>
<td>no/ $\theta_{i,n}$. , $c$, $d$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$, $c$, $d$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$, $c$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$</td>
</tr>
<tr>
<td>IV</td>
<td>const</td>
<td>RV</td>
<td>RV</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>V</td>
<td>RV</td>
<td>const</td>
<td>const</td>
<td>no</td>
<td>no/ $\theta_{i,n}$.</td>
<td>yes</td>
<td>no/ $\theta_{i,n}$.</td>
</tr>
<tr>
<td>VI</td>
<td>RV</td>
<td>const</td>
<td>RV</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>VII</td>
<td>RV</td>
<td>RV</td>
<td>const</td>
<td>no/ $\theta_{i,n}$. , $c$, $d$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$, $c$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$</td>
<td>no/ $\theta_{i,n}$. , $a$, $b$</td>
</tr>
<tr>
<td>VIII</td>
<td>RV</td>
<td>RV</td>
<td>RV</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

$^a$If the density of $f_{i,n}$ is an even function.
$^b$If the boundary condition $\sum_{i=1}^{\infty} \cos(\theta_{i,n}) = 0$ is fulfilled.
$^c$If the boundary condition $\sum_{i=1}^{\infty} \cos(2\theta_{i,n}) = 0$ is fulfilled.
$^d$Only in the limit $t \to \pm \infty$.
$^e$If the gains $c_{i,n}$ have zero mean, i.e., $E\{c_{i,n}\} = 0$.

In the following, we apply the above concept to some selected parameter computation methods. Starting with the original Rice method [1, 2], we realize by considering (5) and (6) that the gains $c_{i,n}$ and frequencies $f_{i,n}$ are constant quantities. Due to the fact that the phases $\theta_{i,n}$ are random variables, it follows from Table I that the resulting channel simulator belongs to Class II. Such a channel simulator enables the generation of stochastic processes which are not only FOS but also mean- and autocorrelation-ergodic. On the other hand, if the Monte Carlo method [6, 7] or the method due to Zheng and Xiao [9] is applied, then the gains $c_{i,n}$ are constant quantities and the frequencies $f_{i,n}$ and phases $\theta_{i,n}$ are random variables. Consequently, the resulting channel simulator can be identified as a Class IV channel simulator, which is FOS and mean-ergodic, but unfortunately non-autocorrelation-ergodic. For a given parameter computation method, the stationary and ergodic properties of the resulting channel simulator can directly be examined with the help of Table I. It goes without saying that the above concept is easy to handle and can be applied to any given parameter computation method. For some selected methods [1, 2, 4–10, 14], the obtained results are presented in Table II.

Table 2

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice method [1, 2]</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Monte Carlo method [6, 7]</td>
<td>IV</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>Jakes method [4]</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(with random phases)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harmonic decomposition</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>technique [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method of equal distances</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method of equal areas</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean-square-error method</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method of exact Doppler</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>spread [5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lp-norm method [5]</td>
<td>II</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method proposed by Zheng</td>
<td>IV</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>and Xiao [9]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved method by Zheng</td>
<td>VIII</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>and Xiao [10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Of great popularity is the Jakes method [4]. When this method is used, then the gains $c_{i,n}$, frequencies $f_{i,n}$, and phases $\theta_{i,n}$ are constant quantities. Consequently, the Jakes channel simulator is per definition completely deterministic. To obtain the underlying stochastic channel simulator, it is advisable to replace the constant phases $\theta_{i,n}$ by random phases $\theta_{i,n}$. According to Table I, the mapping $\theta_{i,n} \mapsto \theta_{i,n}$ transforms a Class I type channel simulator into a Class II type one, which is FOS, mean-ergodic, and autocorrelation-ergodic. It should be pointed out here that our result is in contrast with the analysis in [39], where it has been claimed that Jakes’ simulator is non-stationary. However, this is not surprising when we take into account that the proof in [39] is based

$^3$It should be noted that the phases $\theta_{i,n}$ in Jakes’ channel simulator are equal to 0 for all $i = 1, 2$ and $n = 1, 2, \ldots, N_i$ [38].
7 Conclusion

In this paper, the stationary and ergodic properties of Rayleigh fading channel simulators using the sum-of-sinusoids principle have been analyzed. Depending on whether the model parameters are random variables or constant quantities, altogether one class of deterministic channel simulators and seven classes of stochastic channel simulators have been defined, where four of them have never been studied before. It turned out that if and only if the phases are random variables and the gains and frequencies are constant quantities, then the resulting channel simulator is stationary and ergodic. If the frequencies are random variables, then the stochastic channel simulator is always non-autocorrelation-ergodic but stationary if certain boundary conditions are fulfilled. The worst case, however, is given when the gains are random variables and the other parameters are constants. Then, a non-stationary channel simulator is obtained. To arrive at these conclusions, it was necessary to investigate all eight classes of channel simulators. The results presented here are also of fundamental importance for the performance assessment of existing design methods. Moreover, the results give strategic guidance to engineers for the development of new parameter computation methods enabling the design of stationary and ergodic channel simulators, because the proposed scheme might prevent them from introducing random variables for the gains and frequencies. Although we have restricted our investigations to Rayleigh fading channel simulators, the obtained results are of general importance to all types of channel simulators, wherever the sum-of-sinusoids principle is employed.

Appendix A

In this appendix, we derive the density of a sum-of-sinusoids with constant gains \( c_{i,n} \), random frequencies \( f_{i,n} \), and constant phases \( \theta_{i,n} \). In the first step, we compute the density \( p_{\tilde{\mu}_{i,n}}(x) \) of a single sinusoid at the time instant \( t = t_0 \). Hence,

\[
\tilde{\mu}_{i,n}(t_0) = c_{i,n} \cos(2\pi f_{i,n} t_0 + \theta_{i,n})
\]

(54)

describes a random variable. Applying the concept of transformation of random variables [34] allows us to express the density of \( \tilde{\mu}_{i,n}(t) \) as

\[
p_{\tilde{\mu}_{i,n}}(y; t_0) = \begin{cases} 
\sum_{k=-\infty}^{\infty} p_f(x_k) \cdot 2\pi |t_0 c_{i,n}| \sqrt{1 - \left( \frac{y}{c_{i,n}} \right)^2}, & |y| < c_{i,n} \\
0, & |y| \geq c_{i,n}
\end{cases}
\]

(55)

where \( p_f(\cdot) \) denotes the common density of the frequencies \( f_{i,n} \) and the \( x_k \)'s are the solutions of the equation \( y = c_{i,n} \cos(2\pi x t_0 + \theta_{i,n}) \). Note that in each interval of length \( 1/|t_0| \) there are two solutions. Furthermore, we notice that

\[
x_{k+2} - x_k = \frac{1}{|t_0|} \rightarrow 0 \quad \text{as} \quad |t_0| \rightarrow \infty
\]

(56)

and consequently

\[
\lim_{|t_0| \rightarrow \infty} \frac{1}{2|t_0|} \sum_{k=-\infty}^{\infty} p_f(x_k) = \int_{-\infty}^{\infty} p_f(x) \, dx = 1.
\]

(57)

Hence, in the limit \( |t_0| \rightarrow \infty \), the density
Finally, the density $p_{\tilde{\mu}_i}(y; t_0)$ can be expressed as
\[
\lim_{|t_0| \to \infty} p_{\tilde{\mu}_i}(y; t_0) = p_{\tilde{\mu}_i}(y) = \left\{ \begin{array}{ll}
\frac{1}{\pi c_{i,n}} \left[ \frac{y}{c_{i,n}} \right]^{-2}, & |y| < c_{i,n} \\
0, & |y| \geq c_{i,n}
\end{array} \right.
\] (58)

The characteristic function $\Psi_{\tilde{\mu}_i}(\nu; t_0)$ of the random variable $\tilde{\mu}_i(t_0)$ is defined by the transformation
\[
\Psi_{\tilde{\mu}_i}(\nu; t_0) = \int_{-\infty}^{\infty} p_{\tilde{\mu}_i}(y; t_0) e^{2\pi i \nu y} dy.
\] (59)

Since the random variables $f_{i,n}$ are assumed to be statistically independent, it follows from (54) that the random variables $\tilde{\mu}_i(t_0)$ are also statistically independent (as this holds for any transformation of independent random variables [34]). Thus, the characteristic function $\Psi_{\tilde{\mu}_i}(\nu; t_0)$ of the sum of random variables
\[
\tilde{\mu}_i(t_0) = \sum_{n=1}^{N_i} \tilde{\mu}_{i,n}(t_0)
\]
\[
= \sum_{n=1}^{N_i} c_{i,n} \cos(2\pi f_{i,n} t_0 + \theta_{i,n})
\] (60)

can be expressed as the product
\[
\Psi_{\tilde{\mu}_i}(\nu; t_0) = \prod_{n=1}^{N_i} \Psi_{\tilde{\mu}_{i,n}}(\nu; t_0)
\]
\[
= \prod_{n=1}^{N_i} \int_{-\infty}^{\infty} p_{\tilde{\mu}_{i,n}}(y; t_0) e^{2\pi i \nu y} dy.
\] (61)

Finally, the density $p_{\tilde{\mu}_i}(x; t_0)$ can be obtained from the above result by taking the inverse transform
\[
p_{\tilde{\mu}_i}(x; t_0) = \int_{-\infty}^{\infty} \frac{1}{\pi} \left[ \int_{-\infty}^{\infty} p_{\tilde{\mu}_{i,n}}(y; t_0) e^{2\pi i \nu y} dy \right] e^{-2\pi i \nu x} d\nu.
\]
\[
= \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} p_{\tilde{\mu}_{i,n}}(y; t_0) e^{2\pi i \nu y} dy \right] e^{-2\pi i \nu x} d\nu.
\] (62)

Note that this expression holds for all values of $t_0 \in \mathbb{R}$. Therefore, we can replace $t_0$ by $t$, so that we obtain the following equation for the density of a sum-of-sinusoids with random frequencies
\[
p_{\tilde{\mu}_i}(x; t) = \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} p_{\tilde{\mu}_{i,n}}(y; t)e^{2\pi i \nu y} dy \right] e^{-2\pi i \nu x} d\nu.
\]
\[
= 2 \int_{0}^{\infty} \prod_{n=1}^{N_i} J_0(2\pi c_{i,n}\nu) \cdot \cos(2\pi \nu x) d\nu.
\] (63)

Thus, the density $p_{\tilde{\mu}_i}(x; t)$ of a sum-of-sinusoids $\tilde{\mu}_i(t)$ with constant gains $c_{i,n}$, random frequencies $f_{i,n}$, and constant phases $\theta_{i,n}$ is generally a function of time $t$. Consequently, $\tilde{\mu}_i(t)$ is not FOS. In the limit $t \to \pm \infty$, however, $p_{\tilde{\mu}_i}(x; t)$ becomes independent of $t$, as can be seen by substituting (58) in (63) and solving the inner integral by using [40, Eq. (3.715.19)]. In this case, we obtain
\[
\lim_{t \to \pm \infty} p_{\tilde{\mu}_i}(x; t) = p_{\tilde{\mu}_i}(x) = 2 \int_{0}^{\infty} \prod_{n=1}^{N_i} J_0(2\pi c_{i,n}\nu) \cdot \cos(2\pi \nu x) d\nu.
\] (64)

Thus, for $t \to \pm \infty$, the density of the Class III channel simulators equals the density of the Class I/II channel simulators.

### Appendix B

In this appendix, we derive the density function $p_{\tilde{\mu}_i}(x)$ of a sum-of-sinusoids with random gains $c_{i,n}$, constant frequencies $f_{i,n}$, and random phases $\theta_{i,n}$, which are uniformly distributed in the interval $[0, 2\pi]$. It is assumed that the gains $c_{i,n}$ and the phases $\theta_{i,n}$ are statistically independent.

Our starting point is the solution of the Problem 6-38 in [34, p. 239]. In this reference, we can find the probability density function of a single sinusoid $\tilde{\mu}_{i,n}(t) = c_{i,n} \cos(2\pi f_{i,n} t + \theta_{i,n})$ in the following form
\[
p_{\tilde{\mu}_{i,n}}(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{p_c(y)}{\sqrt{y^2 - x^2}} dy
\]
\[
+ \frac{1}{\pi} \int_{|x|}^{\infty} \frac{p_c(y)}{\sqrt{y^2 - x^2}} dy
\] (65)

where $p_c(\cdot)$ is the common density function of the gains $c_{i,n}$. Let us denote the characteristic function of $p_{\tilde{\mu}_{i,n}}(x)$ by $\Psi_{\tilde{\mu}_{i,n}}(\nu) = \Psi_{\mu_{i,n}(1)}(\nu) + \Psi_{\mu_{i,n}(2)}(\nu)$, where $\Psi_{\tilde{\mu}_{i,n}}(\nu)$ and $\Psi_{\tilde{\mu}_{i,n}}(\nu)$ are the characteristic functions of the density defined by the first and
second integral in (65), respectively. The characteristic function \( \Psi_{\tilde{\mu}_i,n}(\nu) \) can be expressed as

\[
\Psi_{\tilde{\mu}_i,n}(\nu) = \frac{1}{\pi} \int \int \frac{p_c(y) e^{j2\pi\nu y}}{\sqrt{y^2 - x^2}} \, dx \, dy
\]

Finally, the density function \( p_{\tilde{\mu}_i}(x) \) of \( \tilde{\mu}_i(x) \) is given by

\[
\Psi_{\tilde{\mu}_i}(\nu) = \prod_{n=1}^{N_i} \Psi_{\tilde{\mu}_i,n}(\nu)
\]

In the first term of (66), we substitute \( x \) by \(-y\cos(\theta)\), and in the second term, we replace \( x \) by \( y\cos(\theta)\). This leads to the expression

\[
\Psi_{\tilde{\mu}_i}(\nu) = \int p_c(y) J_0(2\pi y\nu) \, dy
\]

from which, by using the integral representation of the zeroth-order Bessel function of the first kind [40, Eq. (3.715.19)]

\[
J_0(z) = \frac{1}{\pi} \int_0^{\pi/2} \cos(z \cos \theta) \, d\theta
\]

the result

\[
\Psi_{\tilde{\mu}_i}(\nu) = \int p_c(y) J_0(2\pi y\nu) \, dy
\]

immediately follows. Similarly, it can be shown that \( \Psi_{\tilde{\mu}_i,n}(\nu) \) is given by

\[
\Psi_{\tilde{\mu}_i,n}(\nu) = \int p_c(y) J_0(2\pi y\nu) \, dy.
\]

Hence, it turns out that

\[
\Psi_{\tilde{\mu}_i,n}(\nu) = \int p_c(y) J_0(2\pi y\nu) \, dy.
\]

Since the gains \( c_{i,1}, c_{i,2}, \ldots, c_{i,N_i} \) are assumed to be statistically independent, the characteristic function \( \Psi_{\tilde{\mu}_i}(\nu) \) of \( \tilde{\mu}_i(x) \) is given by

\[
\Psi_{\tilde{\mu}_i}(\nu) = \prod_{n=1}^{N_i} \Psi_{\tilde{\mu}_i,n}(\nu)
\]
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