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Abstract: Paper deals with simple and efficient protocols for forming and maintaining a Bluetooth network.
The protocols are designed for mobile situations with frequent topology changes and for routing of translated
messages between Bluetooth network members. To provide a simple, distributed solution to form an ad hoc
network the protocols are based on a set of rules. The resulting topology is a mesh network with defined
properties. For the network routing a modified DSDV protocol is employed. The proposed protocol enables
self re-configuration of the network after communication failure and were tested in numerous simulated situations.
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1 Introduction
The Bluetooth technology has proved successful in
many applications and its –amount – has significantly
reduced the costs. This makes the use of Bluetooth at-
tractive for areas and applications it was not primarily
designed for. Such an application may be networks with
large number of nodes.

The Bluetooth standard supports construction of
larger network, but does not define how. The question
of the network structure is very important, as it has
significant effect on the communication properties. To
meet different and specific requirements various net-
work structures for Bluetooth have been proposed, like
the tree topologies (Fig. 1) in [1, 2], star [4], ring [3] or
several approaches that build mesh networks [5, 7, 6].

Fig. 1: A Bluetooth tree topology

The approach described here combines several ex-
isting protocols and focuses on mobile ad hoc oper-
ation with frequently required topology changes, lost
links, but with relatively low traffic with no explicit pat-
tern. The target application is communication for mo-
bile platforms. The character of the exchanged informa-
tion is periodical sensory data, status information and

commands. The sensory data and the status information
are expected to be broadcasted regularly.

The paper is organized as follows: section 2 describes
some of the existing network structures and section 3 in-
troduces the proposed structuring protocol. In section 4
is briefly explained the routing scheme used in the net-
work, section 5 presents simulation results and discus-
sions and the conclusion is brought in section 6.

2 Bluetooth Networks
Many different Bluetooth network structures have been
proposed. They can be divided into two major groups,
structured networks with a specific topology and net-
works without explicitly defined structure - mesh net-
works.

In [1] is described protocol that builds a “Bluetree”
topology, a spanning tree that can be build either cen-
tralised (rooted) or decentralised. It is a simple and ef-
ficient protocol, which is well suited to the Bluetooth
constraints. Another tree topology is shown in [2] - the
TSF (Tree Scatternet Formation). Here the algorithm in-
crementally builds a tree structure of scatternets.

For all the tree-structures networks is the main ad-
vantage a simple, well defined structure enabling sim-
ple routing and scheduling. The nodes can be assigned
unique addresses based on their position in the tree and
significantly reduce the routing overhead [2].

A unique approach to Bluetooth topology is de-
scribed in [3]. Here every node in the network acts as
a master-slave bridge and has exactly two connections,
forming a ring topology. Different ring approach is pro-
posed in [8].



Fig. 2: BlueRing topology [3]

The second group, the mesh networks, takes out the
problems with topology, but usually at the cost of in-
creased routing and scheduling complexity. The idea
behind the mesh networks is to define the desired prop-
erties (rules) for the network and build a network to
meet these properties.

A network structuring protocol BTCP (Bluetooth
Topology Construction Protocol) is described in [5].
The protocol sets rules for the resulting network that
is built by an elected network coordinator. Another
very effective protocol that is fully decentralised, the
Bluenet, is presented in [6]. The network construction
runs in several phases and builds a network to comply
with defined properties. The BlueStars topology is de-
scribed in [4]. The idea is to build a network consisting
of piconets where every two piconets share one bridge.
The resulting topology brings a reasonable trade off be-
tween the number of links and average network path.

Fig. 3: Example of a BlueStars configuration

The networks with defined topology provide the ad-
vantage of simplified routing and scheduling, because
the knowledge about network structure can be facili-
tated. The main disadvantage is handling of high mobil-
ity, since these networks need to restore their topology
to recover and it can be difficult (merging of trees) or
even impossible (a ring that cannot be closed).

The mesh networks can be more flexible, because
they do not require a specific topology to work. The
chosen properties can be tuned for a given application.
Disadvantages are the network structure is meshed and
no information about the resulting structure is avail-
able. For the expected application with high mobility
a meshed topology seems better suited.

3 Structuring Protocol
The previous section introduced several from the many
proposed network structures for Bluetooth. The proto-
col described here is intended for an application with
high mobility of some of the nodes, with frequent link
failures and topology changes. The key property is the
connectivity, the traffic properties are not very impor-
tant, as only smaller amounts of data are expected to be
transferred.

The structures described above usually take an ini-
tial phase and then build a network with respect to the
structure or rules, this often requires creating temporary
links, which are later teared down and only few pro-
tocols care about later maintenance. But these are the
key issues for a mobile network. The presented proto-
col aims to build a structure that has the properties as
the Bluenet or BlueStars, but using an ad hoc protocol,
based on the principles described in [7].

The protocol consists of two sets of rules - Connec-
tivity rules and Structure optimizing rules. The Connec-
tivity rules are responsible for maintaining a connected
network when possible. The connectivity is achieved
using the principle introduced in [7]:

To ensure the reachability of each node in the
network it is sufficient to provide the reacha-
bility of every visible node. This means when
a node can reach its visible neighbors then
it can reach the visible neighbors of these
nodes, too, and so on.

Visible node is a node that is within Bluetooth radio
range and was discovered during the Bluetooth Inquiry /
Inquiry-scan procedure. A node is reachable if it can be
reached through the network. Reachability distance is
the number of hops between two reachable nodes. The
connectivity rules can be basically expressed using the
connected network definition above as “try to connect
to any node that is visible but not reachable”.

The information about visible nodes is critical for
maintaining a connected network, but unfortunately in
Bluetooth is complicated, because Bluetooth does not
support symmetric discovery protocol. Such a protocol
must be defined on the user level by altering the Inquiry
and Inquiry scan modes [4, 5] and will be referred to as
seek procedure.

The link redundancy in the network can be controlled
by limiting the network distance for which a node is
considered reachable. This distance is denoted as reach-
ability distance. The reachability distance is provided
by the routing protocol that takes it as a metric. With
this modification more connections can be established,
because even if the node is reachable, when the distance
exceeds a limit a new link will be created.



Fig. 4: Adding redundancy into the network, the con-
nection will be set if the reachability limit is four or less

The rules depend on the state of the node. The nodes
in network can be in three basic states: free, master,
slave. The master and slave nodes can become bridging
nodes, called slave bridge and master-slave bridge (act-
ing as a slave in one piconet and a master in another)
respectively (Fig. 5).

Fig. 5: States of a node in the Bluetooth network

Any free node tries to connect to any discovered
node. To get connected it needs to discover nodes within
range first, so it enters the seek mode. After it has found
a node in range it initiates a link setup. As it does not
know anything about the nodes who responded, it con-
nects to the first discovered node. The connection is cre-
ated with the role switch enabled. If the free node tries
to connect to a master, the master will accept the con-
nection (unless it has already seven active slaves) and
perform the master-slave switch, so the free node will
become a slave. If it tries to connect to another free
node, the other node will accept and become a slave in
this new piconet. If it connects to a slave node, it will
become a master of a new piconet and the slave will be-
come a slave bridge between the new and its old piconet.
To decrease the number of created piconets, when the
free node discovers that it has connected to a slave it
tries to connect to its master. When successful, it joins
the piconet and tears down the link with the slave. The
simplified version of the rules is shown in Alg.1.

Master nodes try to enlarge their piconets up to five

Algorithm 1 Free node connectivity rules
Seek;
IF(invited) Connect, become SLAVE
IF(discovered any) Try to connect;
IF(not connected) Go back to Seek;
ELSE IF(connected to master) become SLAVE
ELSE IF(connected to bridge with visible master)
Try to connect(to its master);
IF(connected) Drop the bridge, become SLAVE;

ELSE become MASTER;

slaves more slaves can be accepted if no other piconet is
willing to take the free nodes and a new piconet would
have to be created. This is not shown in the simplified
algorithm for master nodes Algorithm 2. The master
nodes do not become bridges, unless it is the only way
to maintain connectivity.

Algorithm 2 Master node connectivity rules
IF(time to seek and slaves less than 5)
Seek;
IF(invited by a free node) Accept it as a slave;
IF(found unreachable node) Try to connect;

IF(time for slaves to seek) Let slaves seek;
IF(still unreachable master found) connect as MS-
BRIDGE;

The slave nodes are periodically ordered by their
master to enter the seek mode and look for unreachable
nodes and piconets. In such case they become bridges
or master-slave bridges .

Algorithm 3 Slave node connectivity rules
IF(master order to seek) Seek;
IF(invited) accept, become a BRIDGE
IF(found unreachable)
Try to connect;
IF(connected) become BRIDGE or MS-BRIDGE

The connectivity rules themselves are sufficient to
maintain a network. But to define more requirements,
another set of rules to modify the network is proposed
- the structure optimizing rules. These rules are imple-
mented to:

• reduce the number of piconets

• remove unnecessary bridges

• provide shorter links

The structure optimizing rules are primarily executed
by the master nodes. The rules are decentralized, with-
out the need for a global knowledge of the network. The
sources of information are the direct connections, the



regular update messages provide reachability informa-
tion and the seek procedure gives information on visi-
ble nodes. The rules are then executed locally, using the
provided information. To avoid conflicts the rules are
evaluated according to the following conditions:

1. Connectivity - rule can be applied only if it does
not break connectivity

2. Priority - rules are evaluated in the order of impor-
tance (according to the listing above)

3. Piconet size - the master with more slaves wins

4. Distance - the connection over a shorter distance is
preferred

5. ID - as the last measure is taken the unique ID

All the optimizations are based on moving nodes from
one piconet to another. The structure optimizing rules
may use the comfort of a connected network provided
by the connectivity rules and negotiate the modifica-
tions. The negotiations are conducted by masters, using
a take-join principle.

Fig. 6: An example of take-join procedure for the pi-
conet number minimizing rule. First masters (1) and
(2) activate the rule and send the TAKE messages. The
master (2) has higher ID, so it does not respond to the
request. The master (1) responds with JOIN and (2) ac-
cepts and joins (1)

The “take” request is send by a master who wants to
give a slave or bridge to all visible masters. Any master
that wants to take it, responds with a “join” offer. Finally
the first master selects the most suitable master from
those who responded with join (see the example for the
first rule in Fig.6).

The first rule, minimizing the number of piconets, is
done by merging piconets. This is done by the take-join
mechanisms. Considered optimal size of piconet is at
least three and maximally five. The maximal number is
applied to leave a space for possible new nodes. Every
master with less than 3 slaves wants to give up its pi-
conet and merge with others. It sends the take message
for each of its slaves to all visible and reachable masters.
The masters who are ready to accept the incoming slave
respond with join message. When the master has only
one slave acting as a bridge left, it issues a take mes-
sage for itself and becomes a slave in another piconet
(this is illustrated in the example in the Fig.6).

The second rule, removing the additional bridges is
applied to limit the redundancy in direct inter-piconet
connections. When two piconets share more than the
maximal allowed number of bridges (the results are pre-
sented for two) one of the masters disconnects to one of
the shared bridges. The decisions which master should
disconnect to which of the bridges are carried by the
masters based on the conditions defined for the rules.
The rule is also employed to decrease the degree of
nodes in the network. When a bridge node has more
than two outgoing links, it requests one of its masters to
select another bridge. If the master connects to another
bridge, then a redundant interconnection occurs and the
rule will break one of the links, presumably the one of
the node with the highest degree.

The rule 3 is employed because of the fact the com-
munication links over shorter distance may provide
higher quality and are more likely to last longer. For
this reason if a slave has possibility to connect to an-
other master over a shorter distance it tries to move to
its piconet using the take-join negotiation. This enables
handling the situation when a master node is moving
from its piconet to enable the slaves to connect to other
piconets before the connection is broken. The selection
of a suitable master is carried out in each of the slaves,
as the masters do not know what are the visible nodes
for its slaves.

There are other situations that may be handled by ad-
ditional rules. The protocol enables using more rules,
only the basic guidelines need to be followed.

4 Routing Protocol
In the Bluetooth specification the routing is not ad-
dressed and has to be implemented in higher levels.
The routing is needed for intra piconet routing and for
inter-piconet communication in the scatternet. Routing
is closely related to the network structure. There are
some topologies designed with the purpose to facilitate
the routing (trees, rings, clustered networks). But the
advantage of simple or even trivial routing is payed by
increased complexity of the network structure. For the
proposed network structure a general and robust routing
protocol needs to be designed.

The routing protocols can be categorized into two
main groups - proactive (table-driven) and reactive (on-
demand). The proactive routing maintains information
about all the nodes in the network. Protocols from this
group evaluate all the routes within the network, so
a route is ready immediately when a packet needs to
be forwarded. The available routes are stored in tables
maintained at each node. The consistency of the tables
is maintained by broadcasting updates.

The reactive routing creates routes only when they
are needed, on demand. These protocols employ a



global search to discover a path to forward a packet.
Once the route has been discovered, it is being used.
When a node needs to send a packet, first it searches for
a path, usually by broadcasting route discovery packets
and then forwards the packet along this route.

A typical member of the proactive protocols for wire-
less networks is the Destination-Sequenced Distance-
Vector routing (DSDV), a table-driven algorithm pro-
posed in [9]. It uses the Bellman-Ford algorithm im-
proved to include freedom from loops by employing se-
quence numbers. Each node in the network stores rout-
ing tables listing all available destinations and number
of hops to each. The number of hops is used as a metric.

The presence of periodic broadcast messages and sta-
tus information expected in the application is the main
guideline in the selection of the routing protocol. For
these reasons is selected a proactive solution based on
DSDV, because the periodic broadcasted messages can
be utilized for the routing table updates, so no additional
broadcasts for the purposes of routing are needed, the
route is known in advance and it is a simple, distributed
solution that provides optimal path.

The protocol builds a routing table consisting of en-
tries where to forward a packet. If the route between two
destinations is changed, the DSDV can not deliver the
message before a next broadcast repairs the route.

With high rate of mobility the DSDV can have prob-
lems converging and that can lead to packet losses due
to staled route information. To avoid this problem, an
extension to the DSDV is proposed. When a node re-
ceives a packet that it considers to be undeliverable, it
marks it as lost and broadcasts it to assure the deliv-
ery. The broadcast is done by flooding. This will deliver
the packet if the lost node is within the network. It can
be used only for small amounts of data otherwise the
lost packets may flood the network after a major change
in the topology. The extension to the DSDV with the
lost packets enables to handle highly mobile situations,
where flooding becomes the only possible solution.

5 Simulation and Results
The proposed protocols have been tested in a simula-
tion. The simulation is limited to testing the rules for
the initial situations and node movements requiring re-
structuring.

The simulation is done in discrete time steps, where
the simulation cycles are inserted into node movement
cycles. The simulation is done on the level of the Blue-
tooth baseband packets. In each cycle every node is able
to transmit and receive a packet on all of its links. The
polling, bridge scheduling and the Bluetooth power sav-
ing modes are not covered by the model. The inquiry
and inquiry-scan is simplified that when a node per-
forming inquiry-scan in a given cycle is in range of a

node performing inquiry, it will be discovered.
The simulator uses a Matlab interface and enables

step-by-step replay and statistical summaries. The im-
portant metrics of the Bluetooth network are the num-
ber of piconets, number of bridge nodes and the average
and maximal network path.

Two basic series of tests have been conducted -
tests of initial network formation (randomly located
nodes, not moving) and test during a simulated oper-
ation where the nodes are moving through the area. The
results of one of the initial formation tests are shown
below in the table. The simulation was done for 10,000
random locations in an empty area 20×20 m (with the
communication range of 10 m only 47 % of links in av-
erage were possible to be created).

Table 1: Initial formation simulation

Nodes 5 10 15 35
Piconets no. 1.7 2.9 4.1 9.6
Slaves per piconet 2.2 3.4 3.8 4.5
Bridges no. 0.5 1.7 3.3 14.5
Created links 3.9 13.7 24.0 79.1
Dropped links 0.7 4.6 9.0 36.5
Max. route 2.4 4.8 6.7 10.1
Avg. route 1.5 2.5 3.2 4.0

The results showed the protocol creates a connected
network when possible very efficiently. The structuring
rules were able to keep the number of piconets low and
small bridging overhead while keeping the routes in the
network reasonably short. One of the examples how the
constructed network looks like and the effect of struc-
turing rules is shown in Fig.7.

Fig. 7: Example network configuration, a) without
structuring rules, b) with all rules applied

The success of the structuring rules in reducing the
paths in networks can be seen in the figure Fig.8.

The next simulations were done for an “application
run” were all the nodes were moving around the area.
The results have shown that the connected network is
constructed whenever possible, but the biggest influ-
ence has the seek procedure.

The problems may arise at several points. First it is
the Bluetooth discovery itself that can take up to 10 s.



Fig. 8: Average and maximal paths with and without the
structure optimizing rules

Then it is the discovery protocol. It is realised by a ran-
dom changing of the inquiry and inquiry-scan modes
[4, 5]. The last and very important matter is the timing
of the seek procedure itself. The frequency of the seek
differs with the node state. The seek procedure was not
given much attention here, but the results have shown
that it is necessary to give it close attention to get satis-
factory results.

6 Conclusion
In this work a communication protocol for a mobile
Bluetooth network has been proposed. The protocol in-
cludes routing and network structuring protocols.

The network structuring protocol is proposed to cover
both initial network formation and maintenance. The
proposed structuring protocol is selected not to build a
specific topology, but a network with a specified proper-
ties given by a set of rules. The network construction is
done by connectivity rules that assure connectivity and
handle node mobility and link failures. To restrain the
properties of the network the structure optimizing rules
are defined. The rules reduce the number of piconets,
the degree of nodes, the bridging overhead and the con-
nection distance. The main focus is on connectivity.

Because the selected network structure does not pro-
vide any advantage for the network routing, a general
routing protocol was adopted and modified. From the
available ad hoc routing protocols, the DSDV table-
based routing protocol has been chosen. The reasons
were the expected tables existing at the nodes and reg-
ular broadcast messages required by the application.
In this way, the main disadvantages of the DSDV (i.e.
need for tables and regular update messages) are elim-
inated. Because the DSDV does not assure packet de-
livery in highly mobile situations, it was extended in a
simple way to employ flooding principle for undeliver-
able packets.

The proposed network protocols aim to provide sim-
ple and efficient solution for maintaining a communi-
cation network. The realization based on rules can be

easily implemented into simple systems and does not
require storing of additional topology information. The
problem of the rule based solution is that it is compli-
cated to tune and the rules may interfere or collide. But
the results for the intended application are very promiss-
ing and the protocol seems to meet all the prerequisites
set.
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