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Abstract: - Prediction of biological and chemical features of a given chemical structure is a challenging problem for the existing nonlinear mapping performed by neural networks. In combinatorial chemistry, computational approaches are capable to significantly decrease the necessary amounts of synthesis for the development of a specific chemical or biological drug. Therefore, the main goal is to distinguish appropriate descriptors from insignificant ones. The experimental design for the classical nonlinear neural network mapping for the approximation of five descriptors and the corresponding reaction of the immune system for the drug development are reported briefly. The results for the different descriptors are presented in comparison.
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1 Introduction

Since the last decade, the interest in computational approaches supporting the design and development of drugs is growing steadily. Besides the well established methods, the development cycles of drugs give the opportunity of challenging problems for well known AI (Artificial Intelligence)-concepts, e.g. see [1], [8], [11]. From a chemical hypothesis point of view, exists for almost every type of biological activity an appropriate molecule with a specified chemical structure. The medical aim of drug discovery is to identify a bio-active molecular structure that systematically interfere pathological processes in a positively manner, cure a disease or prevent the initial conditions of a disease. For both purposes, the idea of AI-approaches is to improve the development process by reducing the enormous search space for a significant biological activity for a specified action (for instance, see [13]).

The emulation of development steps for combinatorial synthesis has attracted a lot of research in combinatorial chemistry, e.g. see [21] for an overview. The goal is an iterative generation of smaller sample sets in combination with an experimentally determined biological response. In comparison to the classical approaches of enormous synthetic libraries, the evolutionary process gives the opportunity of preventing pure combinatorial generation and evaluation of instances for a given structure based algebraic molecule representation. Especially, if the combinatorial approach becomes physically unfeasible for a growing magnitude of the underlying chemical structure, e.g. the length of the peptid or the number of amino acids for every peptid.

The experimentally determined biological response for each succeeding generation is used for the fitness evaluation and selection of the predecessors according to the applied evolutionary operators. The main achievement of the evolutionary process itself is the internal coding of the chemical structure and its dependency on the generation of either chemical as similar as possible molecular structures or mostly divers compounds. As a further step on minimization of the necessary number of synthesized experimental responses for instances of a chemical structure, a certain property is predicted by a trained neural network. The verification of this prediction leads to a comparison of different descriptors [4]. Selection and development of descriptors for a specific biological activity have been identified before as the prerequisite for the next revolution in drug design [10]. The classical neural network architecture, a backpropagation neural network (BNN, see [2], [22], [10], [4] for configuration issues), is used for the prediction of immune assay responses. This paper is focusing on the comparison of different descriptors for the prediction with neural networks and develops a concept for a more sophisticated classification scheme. The organization of this paper is as follows. Section 2 reveals the experimental details and the medical motivation for the neural network prediction. Accordingly, section 3 compares the prediction quality based on neural networks approximating different descriptor and two independent effector sides. Encouraged by the descriptor selection, an advanced classification scheme is presented in section 4.

2 Experimental Design Selection

Two general distinguished applications cases for the nonlinear mapping of neural networks in the context of physical-chemical descriptors does exist. The goal of both
cases is to approximate a highly nonlinear mapping among an input variable $I$ and the output variable $P$. For both cases, the predicted output $p$ is denoted as a function of real number values $v$ for any value $i$ of the input variable $\{p(i) \mid v \in \mathbb{R}\}$. The input variable $I$ at an instance $t$ represents an instance $i(t)$ of the predefined chemical structure. Examples of the estimated experimental responses incorporate almost any subject of QSAR (quantitative structure-activity relationship) and QPAR (quantitative property activity relationship), or any other experimental determined response, e.g., the prediction of antibody immune response [5] to name only a specific one, focused in some experimental results later.

Based on a given pool of relevant descriptors [15], [14], [3], [17], the main goal is to determine a selection of descriptors by the importance of the approximated prediction. The straightforward approach for determination of the significance of a descriptor, is to estimate the performance of a single neural network for each descriptor. Therefore, any instance of the predefined chemical structure is coded by the chosen descriptor for a specific neural network.

The details and results of the comparison of neural networks for prediction based on values for a given estimation goal can be found in the following section (3).

An alternative approach for estimating a given goal is to use a subset of descriptors to code each instance $i(t)$ of the input variable $I$, each descriptor coding a component of the input vector $\vec{i}(t)$. The main destination of this approach is to determine the most significant subset of descriptors [9], [20]. In Section 4, a concept for compromising both approaches is presented.

### 3 Comparison of Descriptors

The estimated experimental responses were encouraged by data sets for mucosal antibody immune responses for intragastric immunization [5]. Accordingly, the input variable $I$ for the neural network is coded by different sequences of amino acids. A single neural network is trained for each of the preselected descriptors [12], [18]. For each element of the chemical description space, the components of a instance vector $\vec{i}(t)$ of the input variable is determined by the descriptor value for the given amino acid. For example, if the first amino acid in a given sequence is Alanin, the input value for the first neuron of the input layer (first component of vector $\vec{i}(t)$) depends on the descriptor selection: for $Z1 : 0.24$ and for $Z2 : -2, 32$. Therefore, based on the descriptor each sequence represents a different input vector property for the neural network.

Accordingly, the challenging question can be summarized as follows: Which neural network approximation based on a specific descriptor is estimating the immune response as close as possible for a special effector side? For the biological and medicinal details and motivation see [5]. In figure 1, the achieved prediction quality for the immune response of each descriptor is illustrated. The values for the minimum, the average and the maximum quality for each descriptor are interconnected by a line.
For each approximated descriptor, an optimized feed-forward neural network structure was determined by simulation of resilient backpropagation, refer to [2], [22], [10], [4] for configuration issues. The results strictly emphasize the use of descriptor $Z_2$.

In the following, the quality of the prediction is calculated as the average among the prediction of a single network for each descriptor. The first intention, is to compare different underlying confidence levels of different data sets [7].

The second intention, is to compare the prediction quality depending on the difference of the immune system response, detected either in the blood or the dejection. Figure 2 compares the prediction on single complete test data set for both. The black graph represents the prediction quality values for the responses in the blood and the grey graph the corresponding predictions for the dejection. In comparison, the prediction quality for blood is strictly ahead of the values for the dejection.

Compared to data sets for a confidence level of 99% and another data set of 97.5% (cut-off), the illustrated prediction quality based on the average and the maximum is the most superior one. For the issue of cut-off comparison refer to [16]. In addition, figure 3 summarizes the maximum quality among all networks, divided in a single graph for blood and dejection.

Moreover, figure 3 is used to compare different cut-off-versions with a corresponding confidence factor. The main question arises by a comparison of figure 3 and figure 2: Is there any improvement for the prediction quality if the maximum quality of more than one descriptor can be incorporated? Therefore, a concept and results for selecting and combining the superior networks are discussed in the following section.

### 4 Classification Scheme

The comparison scheme based on the maximum, average and minimum prediction quality of different descriptors is accomplished by a systematic testing of responses to randomly distributed values of the input space $i(t)$. For instance, the sequences of peptides for the immune response prediction example consists of 15 amino acids. If the number of amino acids for each position is 20 different amino acids, the number of different input vectors $\vec{i}(t)$ coded by a predefined descriptor is $20^{15}$.

![Fig. 5: Distribution of 32768 randomly sequences, restricted to two a.-acids at each position](image)

A set of 50,000 randomly distributed input vectors is generated to evaluate the prediction quality of a given network approximation. Moreover, the network response has been traced. In figure 4, the response of a neural network approximating a continuous experimental activity is visualized for every vector of the generated input space. Despite a high prediction quality for the test data set, the prediction quality has been further evaluated by 32768 randomly generated sequences of amino acid restricted to different subsets of only two amino acids at each sequence position.

The main conclusion from subsets of single amino acids with a high number of occurrences in sequences with a high experimental activity is visible in figure 5. The shape of the distribution of values is almost equivalent to the one based on all of the twenty amino acids. Of course, this kind of shape was restricted to subsets of amino acids with a high occurrence in sequences a corresponding high experimen-

![Fig. 6: Correlation of descriptor value and occurrence for target sequences](image)
tal activity. For a further analysis of these subsets of amino acids, the descriptor value and the occurrence of a amino acid for sequences with a high experimental activity have been evaluated. Figure 6 illustrates the significant correlation among the descriptor value and the occurrence of these amino acids for sequences with high experimental activity.

An extended evaluation of the network prediction quality leads to an inevitable conclusion. Despite the achieved prediction quality on early test sets, the network prediction quality is rather weak.

Based on an extended training and a larger test set, a more significant network approximation leads to a more sophisticated prediction quality. Therefore, figure 7 visualized a partly uncorrelated significance of the descriptor value and the corresponding number of occurrences.

5 Conclusion

Like all ideas of major influence on the development of science, the idea of a rigorous test scheme is common sense in many different areas. For the prediction quality based on neural network approximation of descriptors, two different schemes have been proposed. While the first is capable of thoroughly comparing prediction quality among different descriptors, the second gives the opportunity for immanent prediction quality tests. In comparison to the related work based on SOM [19], both test schemes give the opportunity to maintain the most significant neural network predictions. Strongly encouraged is a performance contest among SOM&CPNN prediction and a subset of classical neural networks selected by the presented schemes. Both issues are topic of ongoing and future research.
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