Modeling Fault-Tolerant and Secure Mobile Agent Execution

K. Mohammadi and H. Hamidi
Department of Electrical Engineering
Iran University of Science & Technology
Iran-Tehran

Abstract: The reliable execution of a mobile agent is a very important design issue in building a mobile agent system and many fault-tolerant schemes have been proposed so far. Security is a major problem of mobile agent systems, especially when money transactions are concerned. Security for the partners involved is handled by encryption methods based on a public key authentication mechanism and by secret key encryption of the communication. To achieve fault tolerance for the agent system, especially for the agent transfer to a new host, we use Distributed Transaction Processing. We derive the Fault-Tolerant approach for Mobile Agents design which offers a user transparent fault tolerance that can be activated on request, according to the needs of the task, also discuss how transactional agent with types of commitment constraints can commit. Furthermore we propose a solution for effective agent deployment using dynamic agent domains.
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1 Introduction
A mobile agent is a software program which migrates from a site to another site to perform tasks assigned by a user. For the mobile agent system to support the agents in various application areas, the issues regarding the reliable agent execution, as well as the compatibility between two different agent systems or the secure agent migration, have been considered. Some of the proposed schemes are either replicating the agents [1,2] or checkpointing the agents [3,4]. For a single agent environment without considering inter-agent communication, the performance of the replication scheme and the checkpointing scheme is compared in [5] and [6]. In the area of mobile agents, only few work can be found relating to fault tolerance. Most of them refer to special agent systems or cover only some special aspects relating to mobile agents, e.g. the communication subsystem. Nevertheless, most people working with mobile agents consider fault tolerance to be an important issue [7,8]. Mobile agents are becoming a major trend of distributed systems and applications in the coming years. It can bring benefits such as reduced network load and overcoming of network latency [9]. Nevertheless, security is one of the blocking factors of the development of these systems. The main unsolved security problem lies on the possible existence of malicious hosts that can manipulate the execution and data of agents [10]. Most distributed applications we see today are deploying the client/server paradigm. There are certain problems with the client/server paradigm, such as the requirement of a high network bandwidth, and continuous user-computer interactivity. In view of the deficiencies of the client/server paradigm, the mobile code paradigm has been developed as an alternative approach for distributed application design. In the client/server paradigm, programs cannot move across different machines and must run on the machines they reside on. The mobile code paradigm, on the other hand, allows programs to be transferred among and executed on different computers. By allowing code to move between hosts, programs can interact on the same computer instead of over the network. Therefore, communication cost can be reduced. Besides, mobile agent [11] programs can be designed to work on behalf of users autonomously. This autonomy allows users to delegate their tasks to the mobile agents, and not to stay continuously in front of the computer terminal. The promises of the mobile code paradigm bring about active research in its realization. Most researchers, however, agree that security concerns are a hurdle [12]. In this paper, we investigate these concerns. First, in Section 2, In Section 2, presents the model for fault-tolerant mobile agent. In Section 3, security issues of the mobile agent are discussed. In Section 4, discusses Security Modeling and Evaluation for the Mobile Agent. In Section 5, Simulation Results and Influence of the size of the Agent are discussed.

2 Model
We assume an asynchronous distributed system, i.e., there are no bounds on transmission delays of messages or on relative process speeds. An example of an asynchronous system is the Internet. Processes communicate via message passing over a fully connected network.

2.1 Mobile Agent Model
A mobile agent executes on a sequence of machines, where a places $p^{i}(0 \leq i \leq n)$ provides the logical execution environment for the agent. Each place runs a set of services, which together compose the state of the place. For simplicity, we say that the agent accesses the state of the place, although access occurs through a service running on the place. Executing the agent at a place $p$, is called a stage $S$, of the agent execution. We call the places where the first and last stages of an agent execute (i.e., $p$ and $p^*$) the agent source and destination, respectively. The sequence of places between the agent...
source and destination respectively. The sequence of places between the agent source and destination (i.e., \( P_0, P_1, ..., P_n \)) is called the itinerary of a mobile agent. Whereas a static itinerary is entirely defined at the agent source and does not change during the agent execution, a dynamic itinerary is subject to modifications by the agent itself.

Logically, a mobile agent executes in a sequence of stage actions (Fig. 1). Each stage action \( a_i \) consists of potentially multiple operations \( op_0, op_1, ..., op_m \). Agent \( A_i \) at the corresponding stage \( S_i \) represents the agent \( a \) that has executed the stage action on places \( P_i (j < i) \) and is about to execute on place \( P_j \). The execution of \( a_i \) on place \( P_j \) results in a new internal state of the agent as well as potentially a new state of the place (if the operations of an agent have side effects, i.e., are non-idempotent). We denote the resulting agent \( A_{i+1} \). Place \( P_i \) forwards to \( P_{i+1} \) (for \( i < n \)).

### 2.2 Fault Model

Several types of faults can occur in agent environments. Here, we first describe a general fault model, and focus on those types, which are for one important in agent environments due to high occurrence probability, and for one have been addressed in related work only insufficiently.

- **Node failures**: The complete failure of a compute node implies the failure of all agent places and agents located on it. Node failures can be temporary or permanent.
- **Failures of components of the agent system**: Failures of agent places, or components of agent places become faulty, e.g., faulty communication units or incomplete agent directory. These faults can result in agent failures, or in reduced or wrong functionality of agents.
- **Failures of mobile agents**: Mobile agents can become faulty due to faulty computation, or other faults (e.g., node or network failures).
- **Network failures**: Failures of the entire communication network or of single links can lead to isolation of single nodes, or to network partitions.
- **Falsification or loss of messages**: These are usually caused by failures in the network or in the communication units of the agent systems, or the underlying operating systems. Also, faulty transmission of agents during migration belongs to this type.

Especially in the intended scenario of parallel applications, node failures and their consequences are important. Such consequences are loss of agents, and loss of node specific resources. In general, each agent has to fulfill a specific task to contribute to the parallel application, and thus, agent failures must be treated. In contrast, in applications where a large number of agents are sent out to search and process information in a network, the loss of one or several mobile agents might be acceptable [2,3].

### 2.3 Model Failures

Machines, places, or agents can fail and recover later. A component that has failed but not yet recovered is called down; otherwise, it is up. If it is eventually permanently up, it is called good [19]. In this paper, we focus on crash failures (i.e., processes prematurely halt). Benign and malicious failures (i.e., Byzantine failures) are not discussed. A failing place causes the failure of all agent running on it. Similarly, a failing machine causes all places and agents on this machine to fail as well. We do not consider deterministic, repetitive programming errors (i.e., programming errors that occur on all agent replicas or places) in the code or the place as relevant failures in this context. Finally a link failure causes the loss of the messages or agents currently in transmission on this link and may lead to network partitioning. We assume that link failures (and network partitions) are not permanent. The failure of a component (i.e., agent, place, machine, or communication link) can lead to blocking in the mobile agent execution. Assume, for instance that place \( P_1 \) fails while executing \( a_1 \) (fig. 2). While \( P_1 \) is down, the execution of the mobile agent cannot proceed, i.e., it is blocked. Blocking occurs if a single failure prevents the execution from proceeding. In contrast, and execution is non blocking if it can proceed despite a single failure. The blocked mobile agent execution can only continue when the failed component recovers. This requires that recovery mechanism be in place, which allows the failed component to be recovered. If no recovery mechanism exists, then the agents state
and, potentially, even its code may be lost. In the following, we assume that such a recovery mechanism exists (e.g., based on logging [13]). Replication prevents blocking. Instead of sending the agent to one place at the next stage, agent replicas are sent to a set \( M_i \) of places \( p_i^0, p_i^1, \ldots \) (Fig. 2). We denote by \( a_i^j \) the agent replica of \( a_i \) executing on place \( p_i^j \), but will omit the superscripted index if the meaning is clear from the context. Although a place may crash (i.e., stage 1 in Fig. 2), the agent execution does not block. Indeed, \( p_i^j \) can take over the execution of \( a_i \) and thus prevent blocking. Note that the execution at stages \( S_0 \) and \( S_2 \) is not replicated as the agent is under the control of the user. Moreover, the agent is only configured at the agent source and presents the results to the agent owner at the agent destination. Hence, replication is not needed at these stages.

Despite agent replication, network partitions can still prevent the progress of the agent. Indeed, if the network is partitioned such that all places currently executing the agent at stage \( S_i \) are in one partition and the places of stage \( S_{i+1} \) are in another partition, the agent cannot proceed with its execution. Generally (especially in the Internet), multiple routing paths are possible for a message to arrive at its destination. Therefore, a link failure may not always lead to network partitioning. In the following, we assume that a single link failure merely partitions one place from the rest of the network. Clearly, this is a simplification, but it allows us to define blocking concisely. Indeed, in the approach presented in this article, progress in the agent execution is possible in a network partition that contains a majority of places. If no such partition exists, the execution is temporarily interrupted until a majority partition is established again. Moreover, catastrophic failures may still cause the loss of the entire agent. A failure of all places in \( M_1 \) (Fig. 2), for instance, is such a catastrophic failure. (assuming no recovery mechanism is in place). As no copy of \( a_1 \) is available any more, the agent \( a_1 \) is lost and, obviously, the agent execution can no longer proceed. In other words, replication does not solve all problems. The definition of non-blocking merely addresses single failures per stage as they cover most of the failures that occur in a realistic environment.

In the next section, we classify the places in \( M_i \) into iso-places and hetero-places according to their properties [16].

### 3. Security Issues of the Mobile Agent

Any distributed system is subject to security threats, so is a mobile agent system. Issues such as encryption, authorization, authentication, non-repudiation should be addressed in a mobile agent system. In addition, a secure mobile agent system must protect the hosts as well as the agents from being tampered by malicious parties.

First, hosts must be protected because they continuously receive agents and execute them. They may not be sure where an agent comes from, and are at the risk of being damaged by malicious code or agents (Trojan horse attack). This problem can be effectively solved by strong authentication of the code sources, verification of code integrity, and limiting the access rights of incoming agents to local resources of hosts. This is mostly realized by the Java security model [11]. The main security challenge of mobile agent systems lies on the protection of agents. When an agent executes on a remote host, the host is likely to have access to all the data and code carried by the agent. If by chance a host is malicious and abuses the code or data of an agent, the privacy and secrecy of the agent and its owner would be at risk.

Seven types of attack by malicious hosts [10] can be identified: (1) Spying out and manipulation code; (2) Spying out and manipulation of data; (3) Spying out and manipulation of control flow; (4) Incorrect execution of code; (5) Masquerading of the host; (6) Spying out and manipulation of interaction with other agents; and (7) Returning wrong results of system calls to agents.

There are a number of solutions proposed to protect agents against malicious hosts [9], which can be divided into three streams:

- **Establishing a closed network:** limiting the set of hosts among which agents travel, such that agents travel only to hosts that are trusted.
- **Agent tampering detection:** using specially designed state-appraisal functions to detect whether agent states have been changed maliciously during its travel.
- **Agent tampering prevention:** hiding from hosts the data possessed by agents and the functions to be computed by agents, by messing up code and data of agents, or using cryptographic techniques.

None of the proposed solutions solve the problem completely. They either limit the capabilities of mobile agents, or are not restrictive enough. A better solution is being sought, and there is no general methodology suggested to protect agents. In the mean time, developers of mobile agent systems have to develop their own methodologies according to their own needs. Apart from attacks by malicious hosts, it is also possible that an agent attacks another agent. However,
this problem, when compared with the problem of malicious hosts, is less important, because the actions of a (malicious) agent to another agent can be effectively monitored and controlled by the host on which the agent runs, if the host is not malicious.

4 Security Modeling and Evaluation for the Mobile Agent

There is no well-know model for mobile agent security. One of the few attempts so far is given by [12]. Software reliability modeling is a successful attempt to give quantitative measures of software systems. In the broadest sense, security is one of the aspects of reliability. A system is likely to be more reliable if it is more secure. One of the pioneering efforts to integrate security and reliability is [24]. In this paper, these similarities between security and reliability were observed.

<table>
<thead>
<tr>
<th>Security</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vulnerabilities</td>
<td>Failure</td>
</tr>
<tr>
<td>Breach</td>
<td>Failure</td>
</tr>
<tr>
<td>Fail upon attack effort spent</td>
<td>Fail upon usage time elapsed</td>
</tr>
</tbody>
</table>

Table 1: Analogy between Reliability and Security

Thus, we have security function, effort to next breach distribution, and security hazard rate like the reliability function, time to next failure distribution, and reliability hazard rate respectively as in reliability theory. One of the works to fit system security into a mathematical model is [14], which presents an experiment to model the attacker behavior. The results show that during the "standard attack phase", assuming breaches are independent and stochastically identical, the period of working time of a single attacker between successive breaches is found to be exponentially distributed.

\[
E_i(t) = k_i(t-T_i), \text{ where } k_i \text{ is a constant}
\]

We may call the constant \( k_i \), the coefficient of malice. The larger the \( k_i \), the more malicious host \( i \) is (\( k_i = 0 \) if host \( i \) is non-malicious). Furthermore, let the agent stay on host \( i \) for an amount of time \( t_i \), then there would be breach to the agent if and only if the following breach condition holds:

\[
E_i(t+T_i) > \text{effort to next breach by host } i
\]

As seen from [24,25], it is reasonable to assume exponential distribution of the effort to next breach, so we have the probability of breach at host \( i \),

\[
P(\text{breach at host } i) = P(\text{breach at time } t_i + T_i) = P(\text{breach at effort } k_i)
\]

\[
= 1 - \exp(-k_i t_i), \; v \text{ is a constant}
\]

\[
= 1 - \exp(-\lambda_i t_i), \; \lambda_i = v k_i
\]

We may call \( v \) the coefficient of vulnerability of the agent. The higher the \( v \), the higher is the probability of breach to the agent. Therefore, the agent security \( E_i \) would be the probability of no breach at all hosts, i.e.,

\[
E = \prod_{i=1}^{n} e^{-k_i t_i} = e^{-\sum_{i=1}^{n} \lambda_i t_i}
\]

Suppose that we can estimate the coefficients of malice \( k_i \)'s for hosts based on trust records of hosts, and also estimate the coefficient of vulnerability \( v \) of the agent based on testing and experiments, then we can calculate the desired time limits \( T_i \)'s to achieve a certain level of security \( E \). Conversely, if users specify some task must be carried out on a particular host for a fixed period of time, we can calculate the agent security \( E \) for the users based on the coefficients of malice and vulnerability estimates.

5 Evaluation Results and Influence of the Size of the Agent

We evaluate transactional agents in terms of access time compared with client-server model. The computation of mobile agents is composed moving, class loading, manipulation of objects, creation of clone, and commitment steps. In the client – server model, there are computation steps of program initialization, class loading to client, manipulation of objects, and two-phase commitment.

Access time from time when the application program starts to time when the application program ends, is measured for Agents and client-server model. Figure 4 shows the access time for number of object servers, the non-fault tolerant and secure mobile agents shows that
mobile agents' classes are not loaded when an agent A arrives at an object server. Here, the agent can be performed after Aglets' classes are loaded. On the other hand, the fault-tolerant and secure mobile agents means that an agent manipulates objects in each object server where mobile agents' classes are already loaded, i.e. the agent comes to the object server after other agents have visited on the object server. As shown in Figure 4, the client-server model is faster than the transactional agent. However, the transactional agent is faster than the client-server model if object servers are frequently manipulated, i.e. fault-tolerant and secure mobile agents' classes are a priori loaded.

Figure 4: Access Time for Number of Object Servers

A simulator was designed to evaluate the algorithm. The system was tested in several simulated network conditions and numerous parameters were introduced to control the behavior of the agents. We also investigated the dynamic functioning of the algorithm. Comparing to the previous case the parameter configuration has a larger effect on the behavior of the system. The most vital parameter was the frequency of the trading process and the pre-defined critical workload values.

Figure 5 shows the number of agents on the network. In a dynamic network situation, the optimal agent population is calculated by dividing the workload on the whole network with the optimal workload of the agent. Simulation results show that choosing correct agent parameters the workload of the agents is within a ten percent environment of the predefined visiting frequency on a stable network. In a simulated network overload the population dynamically grows to meet the increased requirements and smoothly returns back to normal when the congestion is over.

Figure 5: The size of the agent population under changing network conditions

To measure the performance of fault-tolerant mobile agent system our test consists of sequentially sending a number of agents that increment the value of the counter at each stage of the execution. Each agent starts at the agent source and returns to the agent source, which allows us to measure its round-trip time. Between two agents, the places are not restarted. Consequently, the first agent needs considerably longer for its execution, as all classes need to be loaded into the cache of the virtual machines. Consecutive agents benefit from already cached classes and thus execute much faster. We do not consider the first agent execution in our measurement results. For a fair comparison, we used the same approach for the single agent case (no replication). Moreover, we assume that the Java class files are locally available on each place. Clearly, this is a simplification, as the class files do not need to be transported with the agent. Remote class loading adds additional costs because the classes have to be transported with the agent and then loaded into the virtual machine. However, once the classes are loaded in the class loader, other agents can take advantage of them and do not need to load these classes again. The size of the agent has a considerable impact on the performance of the fault-tolerant mobile agent execution. To measure this impact, the agent carries a Byte array of variable length used to increase the size of the agent. As the results in Fig. 6 show, the execution time of the agent increases linearly with increasing size of the agent. Compared to the single agent, the slope of the curve for the replicated agent is steeper.

Figure 6: Costs of single and replicated agent execution increasing agent size.
6 Conclusion

In this paper, we have identified two important properties for fault-tolerant mobile agent execution: non-blocking and exactly-once. Non-blocking ensures that the agent execution proceeds despite a single failure of either agent, place, or machine. Blocking is prevented by the use of replication.

This paper discussed a mobile agent model for processing transactions which manipulate object servers. An agent first moves to an object server and then manipulates objects.

General possibilities for achieving fault tolerance in such cases were regarded, and their respective advantages and disadvantages for mobile agent environments, and the intended parallel and distributed application scenarios shown. This leads to an approach based on warm standby and receiver side message logging.

In the paper dynamically changing agent domains were used to provide flexible, adaptive and robust operation. The performance measurement of Fault-Tolerant Mobile Agent System show the overhead introduced by the replication mechanisms with respect to a non-replicated agent. Not surprisingly, they also show that this overhead increases with the number of stages and the size of the agent.
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