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Abstract: Since the quality of compressed video is vulnerable to errors, video transmission over unreliable Internet is very challenging today. Multiple Description Coding (MDC) is an error resilience technique to encode the source into multiple streams, which are sent to the destination through different channels. The strategy of MDC is that an arbitrary set of descriptions can be received to construct the video with acceptable quality. In this paper, we review some MDC approaches, categorized by the dimension of description sub-sampling; namely, spatial or temporal. In spatial MDC, the blocks of each frame, or the motion vector and the residues of each block are coded into multiple descriptions; while in temporal MDC, the video sequence is coded into multiple decodable streams, each with its own prediction process.
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I. INTRODUCTION

Delivering video of good quality over the Internet or wireless networks is very challenging today, due to the use of predictive coding and Variable Length Coding (VLC) in video compression [1][2]. In block-based video coding method, each frame is divided into some rectangular blocks (macroblox). If we use INTER prediction mode, each block is predicted from a previously coded frame by Motion Compensation. Then the Residue (prediction error) is transformed (e.g. using DCT), variable length coded, and sent to the decoder along with the Motion Vector. If data loss occurs during the transmission, the corresponding frame will be corrupted, and this error will be propagated to the following frames because of interprediction, until the next INTRA-coded frame is correctly received. For example, a simple bit error in VLC can cause desynchronization; as a result, all the following bits cannot be used until a synchronization code arrives [1]. Due to these facts, it is useful to develop some schemes to improve the Error Resilience (ER) property of the compressed video.

The coding efficiency of an ER codec is lower than a normal codec, because the encoder needs to introduce some redundancy to the stream. In case of error, the decoder would use this additional information to reconstruct the video. The key of designing an ER codec is to make a best compromise between the gain in error resilience and the amount of redundancy sent [1]. In evaluating the effectiveness of an ER technique, we should also consider about the reconstructed video quality, the delay between the two endpoints, and the processing complexity [2].

Several error resilience methods have been developed for video communication. One such method is Forward Error Correction (FEC), typically applied at channel coding stage. In this method, FEC codes are added to the video stream by the encoder, and the decoder uses these codes to correct some bit errors. FEC techniques can be jointly used with other error resilience methods such as MDC and subband-based coders [3][4][5]. Another method for error resilience is Layered (Scalable) Coding (LC). LC refers to partitioning the video stream into more than one layer. The base layer is protected and transmitted with higher priority; it contains the most important information for the video and can be used to provide acceptable video quality. Each enhancement layer incrementally improves the video quality [5][6]. LC provides different video qualities according to channel bandwidth, but the layers have to be obtained incrementally, leading to inflexibility and low video quality when a lower layer is lost. In addition to this approach, Multiple Description Coding (MDC) is often used. Contrary to layered coding, MDC divides the video stream into equally important streams (descriptions). These descriptions are sent to the destination through different channels. Error may occur in the channels. Suppose the failure probability of each channel is independently and identically distributed with probability \(p\). If we use the conventional Single Description Coding (SDC) method, the entire description will be lost with probability \(p\); if we use \(M\) descriptions and send them on \(M\) different channels, the probability of losing the entire description is \(p^M\), which is much less than \(p\). For two descriptions, if both descriptions are received at the destination, a high quality video is reconstructed; if any one description is received, the decoder can still reconstruct a video with a lower but acceptable quality. In this paper, we will address this category of error resilience method and illustrate using two descriptions as example.

Multiple description coding has been studied for about twenty years. It was original invented at Bell Laboratories, along with speech communication over the telephone network [7]. The first technique used a simple odd/even separation [8]. The idea of channel splitting was also studied by information theorists in the early days [9][10]. Today, MDC can be used in not only audio coding [11], but also image [12][13] and video coding [14][15]. More information on the history and applications of MDC can be found in [7]. In this paper, we
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mainly focus on the development and technique of MDC as an ER method for video coding.

MDC can be divided into two categories according to the dimension a video stream is sampled: spatial sub-sampling and temporal sub-sampling. In spatial sub-sampling, each frame is divided into two descriptions using, for example, the motion vectors of the blocks [16], the residues [17][18], or even the blocks themselves [19]. In temporal sub-sampling, the video is coded into multiple decodable streams, each with its own prediction process [20][21]. For example, an even frame is predicted from the previous even frame, and an odd frame is predicted from the previous odd frame. There are other more efficient temporal methods, which we will discuss in detail later. We will also see that different MDC methods can be combined together, or with other ER techniques. One simple way to do spatial sub-sampling is to partition the stream into several sets, then compress and transmit them independently. When error happens, interpolation is used to reconstruct the sample from the available descriptions [19]. This approach introduces much redundancy because it does not utilize the correlation between adjacent samples [2]. There are some other efficient methods in the literature: Multiple Description Scalar Quantizer (MDSQ) [22] and Pair-Wise Correlating Transform (PCT) [23][24]. MDSQ can be extended to Multiple Description Lattice Vector Quantizer (MDLVQ) [25][26], quantizers whose codebook is a lattice. Because MDLVQ is not used widely in ER for image and video coding, we will mainly focus on MDSQ and PCT in this paper.

The remainder of the file is organized as follows. We discuss in section II spatial MDC. We first present the two basic MDC methods: MDSQ and PCT, followed by a Three-Loop MDC model [17]. Section III is about temporal MDC. We show how this technique can be further improved by, for example, using the feedback from the channels, by Temporal Interpolation, or by the combination with other ER technique. We conclude in section IV.

II. SPATIAL MDC

Figure 1 is a typical two-description MDC coder [2]. The encoder generates two descriptions \( D_1 \) and \( D_2 \), which are sent to decoder through different channels. The decoder has three parts, and only one works at a time. If both \( D_1 \) and \( D_2 \) are received, decoder \( d_0 \) will reconstruct the same signal as the one at the encoder side. If only \( D_1 \) (or \( D_2 \)) is received, decoder \( d_1(d_2) \) will be used to reconstruct a signal with a lower but acceptable quality. Because the information carried in \( D_2 \) (or \( D_1 \)) is lost, the reconstructed signal would have some error. We want to decrease this error. Decoder \( d_0 \) is referred to as Central Decoder, and \( d_1(d_2) \) is Side Decoder. Suppose \( D_1 \) and \( D_2 \) are the same, which are the duplicate of the signal at the encoder. Then the receiver of either \( D_1 \) or \( D_2 \) will make the decoder to reconstruct the signal correctly, at the expense of much redundancy. If bit-rate \( R \) is used to send the same signal in SDC, this simple duplication costs 2R bit-rate. As the correlation between the two descriptions decreases, the redundancy decreases, but the reconstructed video quality at the side decoder decreases. From this point of view, the design goal in MDC is to decrease the distortion at side decoder \( d_1(d_2) \) and to reduce the bit-rate for sending \( D_1 \) and \( D_2 \).

Two MDC methods are widely used as the basic approaches to generate two descriptions: Multiple Description Scalar Quantizer (MDSQ) [22][27][18] and Pair-Wise Correlating Transform (PCT) [23][24][28]. In the following, we will first introduce these two approaches, and then present some MDC models developed for them. A common feature of these models is using a Three-Loop structure proposed in [17].

A. Multiple Description Scalar Quantizer (MDSQ)

The design of multiple description scalar quantizer (MDSQ) is first proposed by Vaishampayan in [22]. The objective is to minimize the average distortion when both descriptions are received, subject to the constraints on the average distortion when only one description is received. In this method, two descriptions are obtained by index assignments of two quantizers. Suppose source \( x \in \mathbb{R} \). The first step of the encoder is a regular quantizer. It partitions \( \mathbb{R} \) into \( N \) cells, and each cell is an interval with an interval index. If \( x \) belongs to the \( i^{th} \) interval, the quantizer will produce \( i \). Then \( i \) is passed to the index assignment block, which maps \( i \) into a codeword pair \((i, j)\). Then \( i \) and \( j \) are sent to channel 1 and channel 2, respectively. At the decoder side, if both \( i \) and \( j \) are received, central decoder \( d_0 \) is used to map \((i, j)\) to \( x_0 \). If only \( i \) (or \( j \)) is received, side decoder \( d_1(d_2) \) is used to reconstruct \( x_1(x_2) \) from \((i, j)\). Suppose the input to MDSQ encoder is a random variable \( X \), and the output of the index assignment are random indexes \( I \) and \( J \). If square-error distortion measure is used, the optimal reconstruction is:

\[
\hat{x}_0 = d_0(i, j) = E[X|I = i, J = j], \\
\hat{x}_1 = d_1(i) = E[X|I = i], \quad \hat{x}_2 = d_2(j) = E[X|J = j].
\]

It is shown in [22] that a good design of index assignment is crucial for the performance of MDSQ, because it determines the mean square error (MSE) for both central and side decoder. However, since the optimal index assignment is difficult to get, it develops two index assignment algorithms at high rates. One example for low bit rate applications is shown in Figure 2 [27]. The row index \( i \) and the column index \( j \) compose a codeword pair \((i, j)\), which corresponds to the interval index of the quantizer. Note that the interval indexes lie on the main diagonal of the codebook, increasing from left to right. Index assignment in Figure 2 is referred as A2 index assignments, which contains two diagonals. For a given rate \( R \), as the number of diagonals increases, the percentage of empty cells decreases. As a result, the redundancy caused by this coding
scheme is reduced, leading to decreasing MSE at the central decoder and increasing MSE at the side decoder.

The MDSQ analyzed in [22] assumes that the encoded information \((i, j)\) is sent to the channels with fix length coding. It is extended to variable length coding with significant improvements in performance in [27]. For example, at rate \(R = 4.0\) bps, a gain of 4.8 dB is achieved. In [18], MDSQ is applied to image and video coding for lossy networks. The central idea is to encode the transform coefficients with MDSQ. Reconstruction technique at the side decoder is also developed. The MDSQ for \(M\)-channel transmission is generalized in [29] and [30], which are optimized for the channel states\(^1\) and embedded for progressive image transmission, respectively.

**B. Pair-Wise Correlating Transform (PCT)**

Another way to get two descriptions is to use a pair-wise correlating transform (PCT), which can be implemented by a rotation matrix [23][24]. Applying PCT to a pair of uncorrelated variables will produce two correlated coefficients, which are sent to the destination through different channels. If one of these coefficients is lost, a receiver can estimate it from the other by using the correlation information. A PCT codec tries to minimize distortion both at the central decoder \(d_0\) and at the side decoder \(d_1\) (or \(d_2\)), given equal loss probability of channel. When introducing correlation between coefficients in different streams, a PCT codec should also make the coefficients in the same stream uncorrelated.

Suppose \((S_1, S_2)\) is a pair of uncorrelated coefficients obtained from the Karhunen-Loeve Transform (KLT), and its PCT is represented by a \(2 \times 2\) matrix \(T\). Applying \(T\) to \((S_1, S_2)\) produces a pair of correlated coefficients \((D_1, D_2)\). In [24], \(T\) is an orthogonal transform parameterized by rotation angle \(\theta\):

\[
\begin{pmatrix}
D_1 \\
D_2
\end{pmatrix} = T 
\begin{pmatrix}
S_1 \\
S_2
\end{pmatrix} = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix} 
\begin{pmatrix}
S_1 \\
S_2
\end{pmatrix} \tag{1}
\]

In this method, the correlation between \(D_1\) and \(D_2\) is controlled by angle \(\theta\), and maximized at \(\theta = \pi/4\). The advantage of using an orthogonal transform is that we can quantize the coefficients in \((D_1, D_2)\) domain instead of \((S_1, S_2)\) domain, so that the quantization error added to the transformed coefficients is the same as that added to the original ones [23]. Suppose the quantized value of \((D_1, D_2)\) is \((\tilde{D}_1, \tilde{D}_2)\).

\(^1\)Each channel can either deliver its description or lost its description, so a group of \(M\) channels would always be in one of \(2^M\) possible states.

If both \(\tilde{D}_1\) and \(\tilde{D}_2\) are received, we can use the inverse transform \(T^{-1}\) to reconstruct the original variables. If only \(\tilde{D}_1\) is received, \(\tilde{D}_2\) is reconstructed by an optimal linear estimator, which minimizes the mean square estimation error. \(\tilde{D}_1\) is similarly reconstructed when only \(\tilde{D}_2\) is received. A special case of orthogonal transform, leading to two balanced streams for \(\theta = \pi/4\) is implemented in [23]. By studying how the correlation (introduced by transform \(T\)) affects the bit rates and the distortion at the side decoder, Yao et al. propose an optimal correlating transform in [28]. Since this optimal transform is non-orthogonal, quantization must be applied to \((S_1, S_2)\) first before they are correlating transformed.

Another design issue for PCT is how to select the coefficients to pair, and how much redundancy should be added to each pair. Because when two coefficients are correlating transformed as in (1), the coding efficiency is reduced. The pairing strategy should minimize the increase in bitrate, while making reconstruction at the side decoder of satisfactory quality [23]. Analysis and simulation show that pairing a large coefficient with a small one is optimal. On the other hand, when a pair of variables is too small relative to the quantization error, it needs not be paired and can be simply split among the two streams [23][24][31].

Simulation results in [31] shows that PCT can reach a lower redundancy range than MDSQ.\(^2\) But when the percentage of redundancy is high, MDSQ will achieve a higher PSNR at the side decoder than PCT, for the same central distortion and the same rate constraint.

**C. Three-Loop Structure**

Although MDC can be applied to image coding to achieve acceptable quality when loss occurs, there is still some problem when it is applied to video coding. For two descriptions, the decoder may receive both of them, or only one; so there are three possible scenarios at the decoder: reconstruction at the central decoder \(d_0\), or at the side decoder \(d_1(d_2)\). When the video is reconstructed at a side decoder, there is a prediction mismatch (drift), since the reference in the following motion compensation is different from the one at the encoder. A model with two independent prediction loops is proposed in [32]

\(^2\)When using the bit rate required by the SDC codec as the reference, redundancy is defined as the additional rate (in bits/pixel or bpp) required by the coders in comparison [31].
to avoid the drift between the encoder and decoder. Each prediction loop performs its own prediction based on a single-description reconstruction. An additional coarse quantizer is added to each loop to avoid the mismatch at the side decoder. As a result, the coding efficiency degrades a lot, especially when the step size of the quantizer is large.

A more efficient MDC model for video coding is proposed by Reibman et al. in [17], named Multiple Description Transform Coding (MDTC). The main idea is to use three separate prediction loops at the video encoder to mimic the three possible scenarios at the decoder: both descriptions are received (central prediction loop) or only one is received (side prediction loop). The mismatch between the encoder and decoder is sent as the side information. In this approach, only the DCT coefficients are coded by multiple descriptions; the motion vectors and other header information are duplicated on both channels. Figure 3 is the three-loop structure for INTER mode. For each block X, the encoder generates three predicted blocks P0, P1 and P2, whose references are reconstructed from both descriptions, Description 1 (D1) and Description 2 (D2), respectively. The prediction error (DCT coefficients) when both descriptions are available, \( E = X - \hat{X}_0 \), is paired and coded into two descriptions, \( \hat{F}_1 \) and \( \hat{F}_2 \), using PCT (labelled as MDC Encoder). Let the reconstructed signal \( F \) from only \( \hat{F}_i \) be \( \hat{F}_i \), for \( i = 1, 2 \). Then the reconstruction of X with only one description is \( \hat{X} = P_i + \hat{F}_i \), for \( i = 1, 2 \). The mismatch (side information) \( G_i \) is coded by a single description coder (Enc1 and Enc2) and sent to the decoder. Define:

\[
G_i = X - P_i - \hat{F}_i,
\]

\[
S_i = \{ Q_i [ T [ G_i ] ] \}, \quad i = 1, 2,
\]

where \( T[\cdot] \) and \( Q_i[\cdot] \) are DCT and quantization operators. At the decoder side, if both descriptions are available, the block is reconstructed using

\[
\hat{X} = P_i + \hat{F}_i,
\]

where \( \hat{F} \) is the reconstructed signal from \( \hat{F}_1 \) and \( \hat{F}_2 \) using inverse PCT. If only one description is received, the reconstruction is

\[
\hat{X} = P_i + \hat{F}_i + \hat{G}_i, \quad i = 1, 2,
\]

where \( \hat{G}_i \) is the decoded side information from \( S_i \).

Note that in this model, the side information \( S_1 \) and \( S_2 \) is totally redundant when no error occurs [17]. This portion of redundancy can be controlled by varying the quantization step size of \( S_i \). Another source of redundancy comes from the correlating transform of \( F \), which can be controlled by changing the rotation angle of the transform matrix [24]. In order to use the side information to enhance the reconstruction quality when the channel is error-free, a MDC scheme using matching pursuits is proposed in [33]. In [14], a two-stage MDC is proposed, with an additional MDSQ introduced into the central prediction.

III. TEMPORAL MDC

The conventional INTER mode approach for video coding (SDC) is illustrated in Figure 4(a), where each P-frame is predicted from its immediate previous frame. Although the compression efficiency of this approach is high, it is vulnerable to errors in the transmission channel. If one frame is lost or corrupted (for example: \( P_1 \)) during the transmission, the error in the reconstructed frame at the decoder will propagate to the remaining frames until the next I-frame (\( I_1 \)) is received. An implementation of multiple description for this kind of situation is to separate the original video sequence into several streams, as illustrated in Figure 4(b) with odd and even sequence. Each stream has a different prediction loop and is independently decodable from the other. Since the reference frames are farther in time, the prediction is not as good as SDC and the bit rate needed is higher. If error occurs in one stream, i.e., \( P_1 \) is lost as in Figure 4(c), the other stream is still correct. So we can only display \( P_0; P_2; P_3; \ldots \) until the next I-frame is received. The video is reconstructed at half of its original frame rate. The drawback of this simple approach is that when error occurs in both streams, all the following frames will be corrupted until the next I frame is received, similar as the single stream approach. The Video Redundancy Coding (VRC) approach is similar to this method, and has been adopted into H.263+ (Annex N: Reference Picture Selection Mode) [34]. The video sequence is divided into two or more threads, and the frames are assigned to one thread in a round-robin fashion. A Sync Frame is inserted at regular intervals to restart all the threads. An example with two threads is illustrated in Figure 4(d).

To improve this basic implementation, several approaches can be used. One way is to select reliable transmission paths over the Internet for video packets [20]. In this approach, a path diversity transmission system is used where the server explicitly sends different packets over different paths, by specifying different intermediate routers. As a result, the performance provided by multiple paths is better than using a random path. The second way is to dynamically select the reference picture of each frame according to the reconstructed video quality [21][35][36]. This approach requires feedback.

---

2 Temporal MDC approach is sometimes referred to as Multiple Threads [34], Multiple State [20], or Multiple Stream [35].
information from the channel. The third way is to use Error Concealment (EC) to reconstruct the corrupted frames, so that the propagated error to the following frames is reduced [20]. In Figure 4(c), since the frames before and after P₁ (P₂ and P₃) are correct, we may use them to recover P₁ by temporal interpolation [37][38]. Another way is to combine the basic odd/even sub-sampling with other error resilience methods [39][40]. In this section, we will introduce the latter three approaches.

A. Reference Picture Selection Using Feedback

When the feedback information is available, the encoder can encode the current frame with reference to the correctly received frame by the decoder, instead of always using the immediate frame as the reference. The advantage of this approach is that it can stop error propagation without introducing much redundancy, while the drawback is requiring a feedback channel [21].

In [21], Shuman et al. propose always selecting the last correctly received frame as the reference. The coded frames are transmitted along different paths depending on the available path bandwidth. The feedback message is sent back to the encoder for each frame: NACK for loss and ACK for correct reception. When a NACK message is received for a frame delivered on one path, this path is assumed to be “bad” until an ACK is received. Similarly, a path is assumed to be “good” until a NACK is received. In [35], a multiple stream approach is proposed using active probing. It also divides the channels into two kinds of states: good (G) and bad (B). The difference between this approach and the one in [21] is that it tries to make the descriptions on different paths independent whenever it is possible, while the previous one prefers to increase the correlation between the two streams to reduce the redundancy.

When feedback information is used, both the encoder and the decoder need a long-term memory buffer to store some past pictures that may be used as references for the following frames. The efficiency of such approaches depends on feedback delay [21]. The shorter the delay is, the less is the distance of the reference frame, and the lower the redundancy is. An optimal picture selection scheme is proposed in [36], which minimizes the expected end-to-end distortion given a certain rate constraint.

B. Temporal Interpolation for EC

Temporal interpolation was originally used to generate one or more frames between two received frames so as to improve the effective frame rate, and make the object motions in the video smoother. A Motion Compensated Temporal Interpolation (MCTI) method is proposed in [37], which uses block-based motion estimation to track motions of the objects between adjacent received frames. Both forward and backward motion estimation are performed to find the motion vector. However, the interpolated video frames tend to be blocky. Improvement methods are proposed in [41] and [42]. In [41], the motion vectors of surrounding blocks are further utilized to reconstruct the motion vectors of interpolated block. The correlation between spatially adjacent pixels is used for the refinement of reconstruction in [42].

The objective to introduce temporal interpolation is that it can be well combined with temporal MDC methods. Recall that in Figure 4(c), when frame P₁ is corrupted during transmission, its surrounding frames (P₂ and P₃) would be correct if stream 1 is error-free. So we can utilize P₂ and P₃ to interpolate P₁ with good quality. Since MCTI based interpolation methods need high computational requirement, the algorithm called Unidirectional Motion Compensated Temporal Interpolation (UMCTI) is more favorable, which performs the forward motion estimation instead of bidirectional motion estimation [38]. Furthermore, the advantage of using UMCTI in temporal MDC is that the exhaustive motion estimation needs not be performed at all, since the motion vectors from blocks of the nᵗʰ frame to the corresponding blocks in the (n − 2)ᵗʰ frame is known. In other words, the motion vector from P₁ to P₃ is conserved in stream 1. Actually, experimental results show that the interpolation using the motion vectors in the original stream has better quality than the one using exhaustive search. The reason is that the motion vectors in the transmitted stream are estimated from the original video sequence, while the motion vectors got by exhaustive search is estimated from the compressed video with lower quality. As a result, the former one is better.

C. Combining Temporal MDC with Other ER Methods

Temporal MDC may be combined with other error resilience methods. For example, in [39], the authors propose to combine temporal sub-sampling with special sub-sampling. The video sequence is split into odd and even frames, or the video picture is split into odd and even lines. Neural network is used to determine which scheme is used. Temporal MDC can also be combined with multi-hypothesis motion compensated prediction, which can suppress the propagated error to some extent. In [40], a Multiple Description Motion Compensation (MDCM) method is proposed, which allows the encoder to perform prediction from both past even and odd frames such that less redundancy is required than VRC. Similar to the three-loop model in Figure 3, this approach uses one central prediction loop and two side prediction loops. The main difference is that the sub-sampling of this approach is temporal instead of spatial. The central predictor uses both even and odd past frames for the prediction, while the side predictors use only even or odd past frames. Comparison between MDCM and VRC is given in the paper. For same redundancy (compared to the SDC of original H.263+ codec), MDCM works better for high motion sequence, while VRC works better for low motion sequence. The reason is that for low motion sequence, the gain from the slightly better error concealment used in MDCM cannot compensate for its extra redundancy (two motion vectors for each block and additional side prediction error). Comparison to MTDC (Reichman’s three-loop structure [17]) is also given. For “Foreman” QCIF sequence with bit rate 50.16 kbps, MDCM can achieve the

Note that the redundancy of VRC, compared to original SD H.263+ codec, cannot be controlled.
same side distortion with 30% less redundancy [40]. Please refer to the paper for more details.

IV. CONCLUSION

In this paper, we review the technique of Multiple Description Coding (MDC), an error resilient method for video transmission over unreliable networks. Based on the dimension of how the multiple descriptions are obtained, two categories of MDC methods are introduced: spatial MDC and temporal MDC. For spatial MDC, Multiple Description Scalar Quantizer (MDSQ) and Pair-Wise Correlating Transform (PCT) are introduced, followed by some MDC models based on the Three-Loop structure. For temporal MDC, techniques that can improve the Lagrange Variable-Step (LVSC) model are introduced: using the feedback information from the channels, enhancing the reconstruction by Temporal Interpolation, and combining MDC with other error resilience techniques. Comparison is also given. Since MDC introduces relatively high redundancy, it is suitable for high loss transmission media, where the reconstruction quality at the side decoder is critical [2]. If the channel loss is small, the reconstruction at the central decoder dominates, so Single Description Coding (SDC) can be used instead of MDC.
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