Informed Watermarking for Low Rate Video
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Abstract: - Faced with the continuous increasing of processing and storage capabilities in the digital world, the intellectual right holders consider watermarking as an appropriate mean to protect their property. Emerging from the mobile network environments, the youngest member of the watermarking application family is the low rate video protection. This paper reconsiders an outstanding informed coding method developed for grey level still images and adapts and extends it for such colour video. The experiments were carried out in cooperation with the SFR wireless service provider in France and pointed to the significant improvements in some practical applications. These results also allow a comparison between the spread spectrum and informed watermarking techniques in the mobile networks.
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1 Introduction

In the early nineties, a good personal computer had an 8086 processor, a hard disk of 40MB, and a 3½ inch disk drive which could write 1.44MB on a floppy disk. Just 15 years later, a good personal computer has a Pentium IV processor, a hard disk of 120GB and disposes of a combo drive which can write 750MB on a CD or 4.5GB on a DVD.

This example has no advertising intensions! It is just to illustrate how explosively the computation power and the storage capabilities have increased. Each user becomes the master of a digital universe in which he/she can process (e.g. modify, compress, copy, transmit) any type of data: personal communication, audio, video, 3D, and text.

For the intellectual right holders, the main concerns are related to the copy and transmission facilities offered to a mundane user.

It should be emphasised that in the digital universe, the copies are perfect and a priori unlimited. Just an example: a VHS video cassette bought in the early nineties could not have been copied without any loss of quality. Hence, the value of the resulted copy was lower than the original. After a few copies (5 to 7), the quality dropped under any commercial threshold: nobody would have been interested in such a copy. On the contrary, any copy of a DVD is an exact replica of the original, thus preserving the original commercial value. Such a copy can be further spread over Internet. Under this framework, with no particular effort (either financial or technological), a film can be broadcasted on the Internet, thus frustrating its intellectual owner from the deserved commercial benefits.

A lot of research studies [1-4] pointed out to the watermarking technique capabilities to prevent such a scenario and a lot of sound theoretical and technical solutions have been advanced in this respect.

However, when approaching property right protection in mobile networks, very few studies can be found [5-8].

This paper addresses the challenging issue of video protection in mobile networks. The method presented in [9] for grey level still images is here reconsidered and extended for low rate video watermarking.

The paper structure is the following. Section 2 describes the watermarking framework for mobile networks. Section 3 is devoted to the
watermarking method considered in this paper while Section 4 presents the experimental results. Section 5 concludes the paper and opens perspectives for the future works.

2 Problem statement

Video watermarking stands for the method of imperceptibly altering that video in order to embed a message, called mark. There are four requirements for a watermarking system:

- **Transparency** – the embedded message should not alter the video quality.
- **Robustness** – the message should not be affected either by mundane transformations applied to the video, or by any malicious attack intended to destroy the mark.
- **Obliviousness** – the detection algorithm should not require the original, unmarked video.
- **Low probability of false alarm** – a mark should not be detected in an unmarked video.

On the one hand, the role of each requirement depends on the considered application. For example, in medical data protection, the transparency is the strongest constraint. In contrast, for video distribution protection, the robustness is the key issue.

On the other hand, these requirements are somewhat contradictory. For instance, a better transparency generally comes across with a lower robustness.

Under the mobile framework, because of the small size of the terminal screens and of the restrictions imposed by the low bit-rate during transmission, the video quality is already low; hence, the constraints on transparency are somewhat alleviated. However, the same low bit-rate that creates the slack in transparency increases the restrictions on robustness.

From the communication theory point of view, a watermarking method can be modelled as a noisy channel: the message to be transmitted is the mark and the “noise” is represented by the original video itself, the transformations it may support and the malicious attacks, Fig. 1. Under this framework, the transparency constraint is expressed by a power constraint on the message to be transmitted. In order to ensure a reliable transmission two types of watermarking methods have been advanced: spread spectrum and informed watermarking.

The former [1], [10] is based on spread spectrum techniques inherited from military and mobile applications. Following this paradigm, in [11-12], the authors already advanced watermarking methods for good quality video: a serial number represented on 64 bits is inserted in each 40s of video. These methods feature good properties concerning the four above mentioned requirements. They have also been reconsidered and adapted for video watermarking in mobile networks [8]. However, for some applications, a larger amount of inserted bits may be necessary.

The latter type (informed watermarking), is based on the fact that the main noise component for the channel in Fig. 1 is the original video itself, which is known during the embedding procedure. Hence, the informed watermarking paradigm tries to take advantage on this side information, according to the principles presented in [13], [14]. A very interesting watermarking method belonging to this approach is presented in [9]. This method allows a very long message (about 1300 bits) to be inserted in the DCT (Discrete Cosine Transform) coefficients corresponding to an individual still image of about 250 × 360 pixels.

The present paper tries to benefit from such an outstanding method by adapting it for colour video watermarking in mobile networks.

3 Method presentation

At a glance, the watermark embedding is seen in [9] as a three stage process:

1. **the message coding**: the original digital message (i.e. the bits to be embedded) is encoded into a signal by means of a modified trellis encoder [15], [9];

2. **the modification stage**: the $8 \times 8$ DCT is applied to the original image and a vector of
salient characteristics is extracted and processed so as to be matched to the trellis encoded signal;

3. the post-processing stage: the modified vector is considered instead of the original salient characteristic vector and the $8 \times 8$ IDCT (Inverse DCT) is computed.

The watermark detection is just a Viterbi decoding algorithm [15] applied to the $8 \times 8$ DCT coefficients in the marked image.

It should be emphasised that the vector to be embedded in the last step is computed - step 2 - starting from both the original message and the original image; hence this method does belong to the informed watermarking paradigm.

The three steps are further detailed. 1380 bits are to be embedded into a grey level still image of $240 \times 368$ pixels.

**Step 1:** The 1380 bits will be encoded with a trellis code which has 8 states and two arcs exiting each state. Consequently, each transition encodes 1 bit. Each arc has a label of 12 randomly generated numbers. The same set of labels is used at each trellis step. The result of this step is a vector denoted by $g$ which has $12 \times 1380$ components.

**Step 2:** The $8 \times 8$ DCT is applied to the original image and a vector denoted by $w_c$ is obtained by selecting some low frequency coefficients in each and every block, Fig. 2. Note that each block provides 12 coefficients, in concordance with the modified trellis label length. Further on, a vector denoted by $b$ is computed by first applying the Viterbi decoder to $w_c$ and then the trellis encoder to the obtained bits.

The $w_c$ vector is now modified according to (1):

$$w_c \leftarrow w_c + \alpha \cdot (g - b)/|g - b|.$$  \hspace{1cm} (1)

In (1), $\| \|$ stands for the vector Euclidian norm (the square root of the sum of squared components), while the $\alpha$ scalar value is computed as follows:

$$\alpha = R_t - R(g, b, c_w),$$  \hspace{1cm} (2)

where $R(g, b, c_w) = (g - b)/|g - b|$ and $R_t$ is a scalar; no explicit suggestion concerning its value is found in [9]. The dot product between the $c_w$ and the $(g - b)$ vectors is the correlation coefficient.

The loop of $b$ computation and $w_c$ modification is repeated until $R(g, b, c_w) \geq R_t$.

If the equality between the $g$ and the $b$ vectors is reached before the $R(g, b, c_w) \geq R_t$ condition is achieved, the loop is continued, but with a different way of computing the $b$ vector. The Viterbi decoder is now applied to a vector $(c_w + n)$ and then the trellis encoder is applied to the obtained bits ($n$ is a Gaussian noise sequence of 0 mean and $\sigma$ standard deviation). Each time the equality between the $b$ and $g$ vectors is obtained, the $\sigma$ value is incremented with a fixed quantity $\delta = 0.1$. This processes of incrementing the $\sigma$ value is stopped when $R(g, b, c_w) \geq R_t$. From now on, $\sigma$ is decremented with the same quantity $\delta$ and the whole Step 2 is repeated 100 times, on condition that $R(g, b, c_w) \geq R_t$. Should this condition be false, the process of $\sigma$ increasing is resumed.

**Step 3:** The values of the coefficients from the original $8 \times 8$ DCT are replaced with the values from the $c_w$ vector and the $8 \times 8$ IDCT is then computed.

In order to improve the method performances, in [9] two additional issues are considered: informed coding (i.e., in Step 1 the trellis is modified so as to obtain several code vectors for the same message) and perceptual shaping (the embedding procedure also takes into account the human visual system peculiarities [16]).

The final result consists in a watermarking method with the following properties: transparency (although the artefacts are noticeable in the marked image, they are not disturbing), obliviousness, and robustness (against low filter passing, noise addition,
changes in contrast, and JPEG compression). However, its main advantage is the very large amount of inserted data.

This method is now to be re-evaluated under the low rate video constraints, see Section 4. For a video watermarking, the transparency property is more restrictive than for the still image watermarking: some artefacts which may be unnoticeable in still images become obvious and disturbing in video sequences. Moreover, the class of attacks the method can face should be larger (for a real application, the StirMark should not be neglected [17]).

4 Experimental results

The experimental data consists of 20 video sequences, each of them having 1000 frames (40s). The frame sizes are $192 \times 160$ pixels, corresponding to a Motorola V550 cell phone.

Concerning the video bit rate, four values have been considered, namely: 64kbit/s (the reference rate in telephony), 128 kbit/s, 192 kbit/s (the GPRS rate - General Packet Radio Service) and 256 kbit/s. A frame from the original video coded at 192 kbit/s rate is represented in Fig. 3.a.

The video frames are represented in HSV ($H$ue – $S$aturation – $V$alue) colour space; the $V$ component is normalised to the $[0,1]$ interval.

The experiments were structured in several stages: first the method was applied in its basic form [9] and then successive adaptations have been considered.

Stage 1: The method is applied as presented in the three steps in Section 3 to each and every frame in the video sequence. The only difference comes from the frame sizes: the $240 \times 368$ numerical value is replaced by $192 \times 160$. Hence, each frame allows $24 \times 20 = 480$ DCT blocks, which represents, in fact, the number of bits to be inserted. The marked frames thus obtained have visible artefacts, see Fig. 3.b. In absence of any type of attack, about 3% of the bits are erred during the detection. The method features no robustness: even a mild low pass filter can destroy the mark.

Stage 2: In order to improve the transparency, the number of marked coefficients is decreased, i.e. the $c_w$ vector (Step 2, Section 3) is obtained by recording from each block only 5 coefficients (the dark grey shadowed area in Fig. 2) instead of 12. A marked frame is presented in Fig. 3.c: an acceptable image is now obtained, but the robustness is still out of question.

Fig. 3 Frames sampled from the original (Fig. 3.a) and marked sequences: Fig. 3.b corresponds to Stage 1, Fig. 3.c corresponds to Stage 2, and Fig. 3.d corresponds to Stage 4.
Stage 3: In order to grant some robustness, the data payload should be reduced, i.e. a redundancy should be induced among the 480 inserted bits. That means, in fact, an error correcting code. Just for illustration, in the experiments, a repetition code has been considered. Actually, in each frame, each bit was repeated 25 times and the same mark was embedded into 25 successive frames. In such a scenario, there are no more errors left after the detection procedure, even when the marked sequences are low pass filtered. However, even a mild JPEG compression (at a quality factor of 80) can destroy the mark.

Stage 4: The final stage in the experiments was to replace the DCT by a bi-orthogonal (9,7) DWT (Discrete Wavelet Transform) [18]. It should be mentioned that a previous study on spread spectrum watermarking [11], [12], [8] pointed out that DWT can afford better results than the DCT.

In fact, the DWT was applied to each frame at a 3 resolution level – see Fig. 4 - and some low frequency coefficients have been considered in order to obtain the $c_w$ vector defined in Section 3, Step 2.

The watermarked frame corresponding to the original in Fig. 3.a is depicted in Fig. 3.d.

The method thus obtained features robustness with respect to low pass filtering, noise addition, median filtering and JPEG compression (up to a $Q = 80$ quality factor).

5 Conclusion and perspectives

This paper focuses on the opportunity of informed watermarking paradigm when protecting low rate colour video in mobile networks.

By reconsidering a method advanced for grey level still images and by gradually improving it, a large amount of data can be transparently embedded into a colour video sequence (e.g. 8000 bits for a 40s video). The drawback is represented by the relative lack of...
robustness: in fact, the mark can survive common transformations but just vanishes when malicious attacks are performed. In contrast to these results, the spread spectrum based method featured a very good transparency, a strong robustness but allowed just a 64 bit message to be embedded into 40s of video.

The results presented in this paper should be considered as a first step. Note that in the algorithms in Section 3 there are several numerical values (R_t, δ, the trellis code itself) which seem to be application dependent (they were heuristically set). A first direction of future work is to find some supports enabling an automate assignation for these parameters.

Additionally, the informed coding and perceptual shaping are to be considered. However, this study identifies the need for a technique based on both spread spectrum and informed watermarking.
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